- CHAPTER I

his chapter contains three essays on cur-
rent policy issues associated with trade
and finance: two on vulnerabilities to the
world economic outlook (global exter-
nal imbalances and corporate financial structures
in emerging markets) and one on industrial
country barriers to agricultural trade. The topics
covered are of particular interest in light of
recent events, including fluctuations in major
exchange rates, renewed concern about emerg-
ing markets, and continuing multilateral negotia-
tions on lowering trade barriers under the Doha
round, including the granting of “fast track”
negotiating authority to the U.S. president.

The first essay examines the concerns raised
by large external imbalances between the main
industrialized countries. Rather than focusing
on the situation in the United States, as has gen-
erally been done in the existing literature, it
considers these developments from a multilat-
eral point of view (including the role of emerg-
ing markets in east Asia since the 1997 crisis).
This perspective provides a series of additional
insights, including the importance of looking at
relative saving and investment rates across coun-
tries rather than absolute values; the impact of
currency movements on global wealth holdings;
and the constraints on the rotation of demand
from the deficit countries to surplus countries
caused by structural impediments in continental
Europe and east Asia. Using a range of
approaches, the essay concludes that the current
imbalances are not viable over the medium
term. It then analyzes the potential for the
adjustment to occur in a rapid and potentially
disruptive manner, and policies that could help
mitigate this risk.

The second essay reviews the global conse-
quences of extremely high levels of agricultural
sector protection in industrialized countries.

ESSAYS ON TRADE AND FINANCE

Industrial countries provide protection to their
farming sectors amounting to some 30 percent of
gross farm income, which results in large distor-
tions in global agricultural markets. Using a vari-
ety of approaches, the essay documents the
benefits that could be achieved from reducing
agricultural support. It finds that the largest
gains go to the countries that liberalize. Thus,
while developing countries would substantially
benefit from the removal of industrial country
agricultural protection—and industrial countries
should take the lead in moving forward with

this, not least because they would also gain in

the longer run—developing countries would
benefit even more from removing their own
restrictions. The essay also notes, however, that
some countries lose from liberalization of specific
commodities.

The final essay examines differences in corpo-
rate structures and financial vulnerabilities across
emerging market countries. It evaluates how
institutions, macroeconomic developments, and
firm- and sector-specific factors have affected the
evolution of corporate leverage, liquidity, and
profitability indicators across these countries
since the early 1990s. In particular, the essay
assesses the relative importance of these factors
in explaining regional and country differences in
vulnerabilities, and the resulting policy implica-
tions. One important finding is that corporate
vulnerability tends to peak at moderate levels of
financial development, underscoring the need
for particular efforts to strengthen financial sys-
tem monitoring and supervision at that stage.

How Worrisome Are
External Imbalances?1

External imbalances across the main indus-

trial country regions widened steadily during the

IThe main authors of this essay are Tamim Bayoumi and Marco Terrones; Augusto Clavijo provided research assistance.
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1990s. Current account surpluses in many coun-
tries and regions, including Japan, the euro
area, and (in the late 1990s) emerging markets
in east Asia, were counterbalanced by deficits
elsewhere, most notably in the United States.
Indeed, in the United States and Japan, the ratio
of the current account balance to trade flows—
perhaps the best measure of the degree of
underlying imbalance—have risen to levels
almost never seen in industrial countries in the
postwar period. As a result, Japan is exporting
12 percent of world saving and the United
States is absorbing 6 percent.

In an extension of the existing literature, this
essay analyzes the growing imbalances from a
multilateral perspective, rather than focusing on
the situation in the United States.? This change
in focus generates a number of new analytic
insights, including the importance of looking at
relative saving and investment rates across coun-
tries rather than absolute values, the impact of
currency movements on global wealth holdings,
the constraints on the rotation of demand from
the deficit countries to surplus countries caused
by structural impediments in continental Europe
and east Asia, and the consequences of external
imbalances across the main deficit and surplus
countries for the rest of the world.

One of the major concerns associated with the
global imbalances is the possibility of an abrupt
and disruptive adjustment of major exchange
rates. At the outset, it should be emphasized that
exchange rates are highly volatile and unpre-
dictable, and economists have had little success
in forecasting exchange rate movements over
the short term (Meese and Rogoff, 1983). Over
the medium term, however, real exchange rates
do tend to revert back toward fundamental val-
ues (Taylor, 2001, and Engel, 2002). While it is
difficult to know when adjustment will take
place, it is essential to anticipate the potential
risks and costs that may be associated with

adjustment, and whether these can be mitigated

by policy actions. In this essay, we focus on the

following key analytic issues.

* How concerned should policymakers be about
external current account deficits, especially if
they result from private sector decisions?

e What are the causes of the imbalances that
have developed over the past decade?

® Are the present imbalances viable in the
medium term and, if not, what can we say
about how they will adjust?

¢ Can macroeconomic policies, both in the
deficit and surplus countries, reduce the risk
of a disruptive exchange rate and current
account adjustment and, if so, how?

Why Are Imbalances an Issue?

Why should net flows of goods and assets
between countries be a concern? Some have sug-
gested that current account deficits are becoming
an outmoded concept in an increasingly inte-
grated world, where current and capital flows are
driven primarily by private, rather than public,
decisions (the so-called Lawson doctrine, first put
forward by U.K. Chancellor Lawson in the late
1980s). While there is clearly an element of truth
in such arguments, there are a number of reasons
to believe that current accounts still matter.

o First, relatively small external adjustments across
countries imply significant changes in the tradable
goods sector and in real exchange rates. For all the
recent emphasis on globalization, levels of
integration between countries remain moder-
ate, especially for the major currency areas.?
With euro area, Japanese, and U.S. exports
making up only 10-20 percentage points of
their respective GDPs, an adjustment of a few
percentage points of GDP in current accounts
requires large changes in the tradable goods
sectors, and consequently significant move-
ments in real exchange rates.

2Existing work includes Mann (1999, 2002), Cooper (2001), Hervey and Merkel (2000), McKinnon (2001), Obstfeld and

Rogoff (2000), and Ventura (2001).

3Obstfeld and Rogoff (2001). For example, after controlling for other relevant factors, the typical Canadian province
trades some twenty times as much with other Canadian provinces than with U.S. states just across the border (McCallum,

1995; see also Anderson and van Wincoop, 2001).



e Second, rapid movements in exchange rates can lead
to disruptive changes in the macroeconomy. In the
1970s and 1980s this was seen primarily in
prices, with depreciation putting upward pres-
sure on prices and wages, and often requiring
a tightening of monetary policy. Since that
time, pass-through of exchange rates to prices
has fallen significantly in most countries as
monetary policy has become more credible
(Taylor, 2000; Choudhri and Hakura, 2001;
and Gagnon and Thrig, 2001). As a result, the
impact of exchange rate changes is felt
increasingly through changes in corporate
profits, investment, and asset prices.

o Third, while the increase in the imbalances in recent
years has reflected private sector decisions, this does
not exclude excesses. To err is human, and this is
as true of private sector investors as anyone
else. Indeed, the financial excesses of recent
years associated with the information technol-
ogy (IT) revolution have much in common
with those of earlier technological revolutions,
when investors overestimated the profits asso-
ciated with accelerations in productivity
growth, leading to costly misallocations of
resources (White, 1990, and Chapter III of the
October 2001 World Economic Outlook) .+

® Finally, instability in the lead country can have an
adverse impact on the international financial
system. The international financial system has
generally been at its most stable when the
external position of the lead country is strong,
such as Britain during the classical gold stan-
dard, and less stable when external position of
the lead country is under more strain

HOW WORRISOME ARE EXTERNAL IMBALANCES?

(Skidelsky, 2001, documents how financial
positions affected the negotiating positions of
the United States and the United Kingdom at
the Bretton Woods conference). Recently, dol-
lar strength has contributed to protectionist
pressures in the United States and the imposi-
tion of tariffs on steel, increasing trade ten-
sions at a time when multilateral negotiations
on reducing trade barriers are getting under
way.?

Evolution of Global Imbalances

External imbalances across major trading
regions rose steadily during the 1990s, driven by
movements in trade balances. There is now a
gap of some 2% percent of global GDP between
the current account surpluses of continental
Europe and east Asia (dominated by the euro
area and Japan, respectively) and the deficit
countries, dominated by the United States
(Figure 2.1).6 While such groupings inevitably
obscure some country detail (for example,
Canada is included in the deficit country group
although its long-standing current account
deficit turned into a surplus in 1999 as the
Canadian dollar depreciated against its United
States counterpart), they are a useful vehicle for
discussing broad global trends. It is noticeable
that a similar pattern of imbalances involving the
same country groupings occurred in the first
half of the 1980s, before dwindling in the sec-
ond half of the decade as the dollar (in particu-
lar) reversed its earlier appreciation. Movements
in the external positions of the deficit countries

“From a historical perspective, it is also noticeable that the imbalances are between regions with relatively similar eco-
nomic structures and levels of development, and hence, one would expect, similar investment opportunities. By contrast,
the large and highly persistent imbalances seen in the late nineteenth century (with which the current situation is some-
times compared) reflected the export of capital from the European industrial core to areas of new European settlement,
where the introduction of modern techniques created higher rates of return. Also, in the earlier period, current account
surpluses (deficits) were more sustainable as countries tended to run trade balances of the opposite sign.

5The link between deficits and protectionist pressures is extensively documented in the trade literature, as deficits are
perceived to reflect unfair trading practices by other countries (Takacs, 1981, and Dornbusch and Frankel, 1987). See also

McKinnon (2001).

6The continental European countries comprise the euro area plus Denmark, Norway, Sweden, and Switzerland; east Asia
comprises Japan and emerging markets in east Asia, made up of Hong Kong SAR, Indonesia, Korea, Malaysia, the
Philippines, Singapore, Thailand, and Taiwan Province of China, but not China itself as its capital markets remain relatively
closed; and the deficit countries consist of Australia, Canada, New Zealand, the United Kingdom, and the United States.
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Figure 2.1. Selected External Sector Variables

As in the early 1980s, rising current account imbalances in the 1990s reflect
movements in trade balances and real exchange rates.
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Sources: IMF, International Financial Statistics; and IMF staff calculations.

1Continental Europe and east Asia is represented by the solid blue line.

2Reflects errors, omissions and asymmetries in balance of payments statistics on current
account, as well as the exclusion of data for international organizations and a limited
number of countries.

have been largely offset by movements in the
surpluses of continental Europe over the 1980s
and 1990s and, since the 1997 financial crisis,
emerging markets in east Asia, while Japan’s sur-
plus has been rather more constant. That said, a
significant part of the deterioration in the exter-
nal position of the deficit countries since 1997
has no counterpart in external statistics else-
where, but is reflected in an expansion in the
global current account discrepancy (Box 2.1 dis-
cusses this and other statistical issues).

Despite these fluctuations across regions, the
current account deficit to GDP ratio for these
three major areas as a group has changed little
over time, with both saving and investment ratios
to GDP remaining relatively stable (upper panel,
Figure 2.2). As a result, variations in external
positions within this group have not had a major
impact on borrowing by the rest of the world, in
part because many developing countries’ ability
to borrow money on global capital markets is
already constrained. The major exception is
Latin America, where countries are open to capi-
tal flows but have underlying financing needs
that are generally close to their access limits,
making them susceptible to changes in external
financing conditions, in particular U.S. interest
rates (Edwards, 1996, and Calvo, Leiderman,
and Reinhart, 1993).

Real demand has consistently grown faster
than real GDP as productivity accelerated in the
deficit countries in the 1990s (most notably in
the United States), while the opposite pattern is
generally seen elsewhere (Table 2.1). The expan-
sion in demand in the deficit countries partly
reflected excessively buoyant expectations of
future profits in the IT sector (Ventura, 2001;
although Hervey and Merkel, 2000, take a differ-
ent view). This affected the deficit countries
most because IT was a generally a larger part of
their economies and demand was more respon-
sive to movements in wealth. Buoyant profit
expectations in the deficit countries drew large
capital inflows, supporting the 40 percent appre-
ciation of the dollar and 20 percent depreciation
of the euro between 1995 and early this year that
facilitated the changes in real net exports associ-



Table 2.1. Growth of Output, Domestic and External
Demand, 1982-2001
(Percent a year)

1982-86 1987-91 1992-96 1997-2001

Deficit countries

Domestic demand 3.8 2.0 3.1 41
Real GDP 3.2 2.4 3.0 35
External demand 0.6 -04 — 0.6

Continental Europe

Domestic demand 1.7 3.4 0.9 2.6
Real GDP 1.8 3.3 1.3 2.6
External demand -0.1 0.2 -04 —
East Asial

Domestic demand 3.6 6.7 3.5 0.4
Real GDP 3.8 6.1 3.9 14
External demand -0.2 0.5 -04 -1.0

1Excluding Indonesia and Malaysia.

ated with divergences between the growth of
output and demand.” In contrast, cyclical effects
have generally been small, reflecting the syn-
chronicity of the global business cycle, although
they played some role in the early 1990s when
recessions were atypically asynchronous across
the main industrial country regions.

Were the higher current account deficits of
the deficit countries in the 1990s financing pri-
vate investment, private consumption, or the fis-
cal position?8 The evolution of current accounts
across regions depends upon the relative rather
than absolute movements in saving and invest-
ment rates—for example, if saving rates in all
regions rise by the same amount, this provides
more resources for investment everywhere, but
has no direct impact on current account posi-
tions. As can be seen from the lower panel of
Figure 2.2, initially the higher current account
deficit was driven by an increase in private
investment relative to the other regions (mainly
reflecting spending on IT goods associated with
buoyant expectations about the new technol-
ogy). Since 1999, however, the current account

A similar pattern with regard to domestic demand and
the exchange rate occurred in the early 1980s, driven by
fiscal expansion in the deficit countries that raised inter-
est rates and drew in foreign capital.

8See also Mann (1999, 2002) on the evolution of U.S.
saving and investment rates.

HOW WORRISOME ARE EXTERNAL IMBALANCES?

Figure 2.2. Private Sector Saving and Investment, and

Public Sector Balance
(Percent of GDP)

Investment and saving positions have been relatively stable for the regions as a
whole, despite significant relative movements between the deficit countries and the
rest.
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Box 2.1. The Global Current Account Discrepancy and Other Statistical Problems

In principle, since one country’s export is
another country’s import, current account bal-
ances across the world should sum to zero. In
practice, however, this is not the case. Indeed,
since 1997, the world as a whole has apparently
been running an increasing current account
deficit—the so-called global current account dis-
crepancy—which by 2001 is estimated to have
amounted to 2 percent of global imports (see
the figure).! Clearly, this significantly compli-
cates the analysis of global imbalances. For
instance, it raises the question how much of the
U.S. current account deficit is simply the result
of measurement errors. In addition, even if the
U.S. current account deficit is correctly meas-
ured, the discrepancy means that a significant
portion of the recent increase has no counter-
part in the rest of the world.

While a discrepancy is difficult to analyze by
its very nature, recent work by Marquez and
Workman (2001) suggests that the global cur-
rent account discrepancy may in part reflect the
following economic factors:
® transportation lags, if exports are recorded in

one year, while the corresponding imports are

not recorded until the next;

® underreporting of investment income, partly
related to tax evasion and the growth of off-
shore centers;

® asymmelric valuation, where the export and
import of the same good are valued at differ-
ent prices; and

® data quality issues, especially for transportation
services and workers’ remittances.

To test these hypotheses, Marquez and Work-
man developed and estimated a small model of
the discrepancy, which fit developments through
1998 reasonably well. Marquez recently provided
updated projections from this model for the
World Economic Outlook, and found that the
model continues to track the overall behavior of
the discrepancy up to 2002 reasonably well.

Note: The main author of this box is Tamim Bayoumi.

IThe September 2002 Global Financial Stability Report
has a full description of recent developments in the
current account discrepancy.

Outcome and Forecasts of Global Current

Account Discrepancy
(Percent of world imports)
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A 0

- Forecast 2
_ -3
— -4
_ 95% confidence _
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Il Il Il Il Il I I I _5

1995 96 97 98 99 2000 01 02

Source: Marquez and Workman (2000).

During the late 1990s, the rise in the discrepancy
appears mainly to have been attributable to data
quality issues. More recently, this effect has lev-
eled off, and the rise in the absolute value of the
discrepancy in 2001 largely reflects underreport-
ing of investment income.

To the extent that the model tracks the dis-
crepancy reasonably well, it implies that the rise
in the absolute value of the discrepancy over the
late 1990s reflects a continuation of existing
trends, rather than a new phenomenon. This
somewhat reduces the level of concern about
the measurement of the U.S. current account
deficit and its counterpart in the rest of the
world. That said, these results have to be treated
with caution, not least because the model per-
forms rather less well when trying to explain
individual components of the discrepancy. In
addition, estimation over more recent data
provides some evidence of parameter instability,
hardly surprising in the modeling of a discrep-



ancy whose size and composition presumably
changes over time.

The global current account discrepancy is far
from the only statistical problem facing balance
of payments analysts. Measurement of interna-
tional investment positions, which have grown
rapidly in recent years, is also a serious problem.?2
The quality of the official data on investment
positions put together using surveys and capital
flows is improving, but remain imperfect.® Many

?In addition, data on net investment positions across
a much wider range of countries using only accumu-
lated capital flows and a consistent methodology are
available in the academic literature (Lane and
Milesi-Ferretti, 2001).

3The quality of the international investment data is
likely to improve further in the near future. Some steps
have already been taken, in part due to a Coordinated
Portfolio Investment Survey (CPIS) introduced by the
IMF. Twenty-nine countries participated in the first
CPIS, compiling data on the stock of cross-border assets
of equity and long-term debt securities at year-end 1997.
A second CPIS involving 65 economies is currently
being conducted to obtain end-2001 data, and from
then on surveys will be annual, improving the frequency
of benchmarks and hence the accuracy of the data.

deficit has mainly reflected lower relative private
saving rates (accompanied by a partly cyclical fall
in public savings and private investment rates),
most likely reflecting the greater demand
response to the increase in wealth in the 1990s
in the deficit countries, which tend to have
direct finance-based financial systems (Bertaut,
2002, and Chapter II of the May 2001 World
Economic Outlook) .9

In short, the expansion in the imbalances in
the deficit countries in the 1990s reflected faster
growth combined with financial excesses involv-
ing buoyant expectations about future economic

HOW WORRISOME ARE EXTERNAL IMBALANCES?

industrial countries have only recently begun to
compile data and methodologies differ—in par-
ticular, the foreign direct investment position is
variously measured at book value, historic cost,
or market prices. The data are also subject to
large revisions, particularly when benchmark sur-
veys are conducted.

In the United States, a country whose data
has been among the more carefully compiled,
the net liability position was recently revised
down several percentage points of GDP as a
result of the end-2000 benchmark survey, with a
knock-on effect on net income flows that
reduced the current account deficit by about
Y4 percent of GDP (see Warnock and Cleaver,
2002, for a fuller discussion of the underlying
issues). While this is significant, it does not
fundamentally change the qualitative assess-
ment of current trends. Despite all these statisti-
cal problems, it remains clear from a number
of angles that there are large external imbal-
ances between the deficit countries on the one
hand and surplus countries on the other, and
that these are resulting in diverging net asset
positions.

prospects associated with the IT revolution.
These developments supported real demand
and induced autonomous capital inflows that
allowed the real exchange rate to appreciate. A
number of factors suggest that financial excesses
played a significant role in the large increase in
the growth of real demand relative to output in
the deficit countries. First, although traditional
trade models imply that faster growth creates a
deficit, this result is not generally seen in the
data. Rather, the responsiveness of real exports
to foreign activity increases (Krugman, 1989).
Indeed, the authors’ analysis of the impact of

9While slow-moving demographic trends across industry country groups could be responsible for the gradual movements
in relative private saving through much of the 1990s, this has not been a significant driver of imbalances over most of the
period. In addition, the most important demographic shifts are occurring between industrial and developing countries,
rather than within industrial country groups. See Chapter III of the May 2001 World Economic Outlook.
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medium-term trends in output growth on the
current account and real exchange rate across
19 industrial countries finds that a medium-term
acceleration in growth has a limited impact on
the current account and real exchange rate.
Second, the same staff study found some link
between the size of the IT sector in the late
1990s and real exchange rates and current
account deficits across the same 19 countries.
Finally, as discussed further below, simulations
using MULTIMOD, the IMF’s macroeconomic
model, find that, in addition to an acceleration
in productivity growth in deficit countries, a shift
in investor preferences toward the assets of
deficit countries is needed to mimic the experi-
ence of the late 1990s.

The dynamism of demand in the deficit
countries in the 1990s has provided important
support for global activity, most notably in
emerging markets in east Asia since 1997, but—
as discussed below—current gaps between the
growth in real domestic demand and real output
cannot be sustained indefinitely. The underlying
issue is whether the eventual rotation in real
demand growth away from these countries to
continental Europe and east Asia will occur in a
smooth manner or not. In the late 1980s, the
deceleration in real domestic demand in the
deficit countries was cushioned by buoyant
demand in the euro area and Japan (largely
reflecting German unification and an asset price
bubble, respectively). While this was stabilizing
at the time, it proved unsustainable, and led to
recessions in the euro area and Japan in
1992-93 as well as problems that linger to this
day, including in the Japanese banking system
and German construction industry. Given exist-
ing structural impediments in the euro area and
east Asia, it appears unlikely that these regions
are currently in a position to significantly offset a

rapid deceleration in demand elsewhere (such a
pattern certainly did not occur over the 2001
global slowdown). Indeed, an appreciation in
their currencies could even reduce the growth
of output and demand, particularly in Japan
with its limited room for policy maneuver. The
implication is that, in current circumstances, a
rapid reduction in external imbalances would
most likely lead to a slowing of global output,
underlining the urgency of pursuing structural
reforms in continental Europe and east Asia,
most notably in Japan.

Large external surpluses and deficits have also
led to increasing divergences in net foreign asset
positions across countries, with Japan building
up net assets and the United States, net liabilities
(Figure 2.3).10 Indeed, the foreign asset position
in both countries is approaching or beyond their
own historical records. In the late 1990s, the
U.S. deficit was financed increasingly by equity
flows from the euro area (comprising both for-
eign direct investment and portfolio equity
flows).!! This was associated with buoyant expec-
tations about future profits, particularly in the
United States, and a general shift in investor
preferences toward common stocks. Given the
dominance of U.S. equity markets in global
capitalization (a dominance not seen in bond
markets), rising global equity prices led to signif-
icant autonomous inflows into the United States,
an appreciation of the dollar, and a depreciation
of the euro.!? By contrast, the shift in investor
preferences away from common stocks in 2001
and 2002 has been associated with falls in global
equity prices and, more recently, an appreciation
of the euro and depreciation of the dollar.

Finally, currency movements associated with
reducing imbalances would shift wealth from
surplus to deficit regions, with consequences for
demand.!? The large increase in gross foreign

100ther factors, including rising equity prices on the 1990s, help explain why on occasion movements in net foreign

asset ratios do not correspond to those of current account ratios.

HThe September 2002 Global Financial Stability Report discusses financing issues in greater depth. See also Cooper (2001)

and Chapter II of the October 2001 World Economic Outlook.

12Portfolio diversification in the euro area prompted by the creation of the single currency probably also played a role.
13See also Mann (2002), who notes that because U.S. liabilities are denominated in dollars the U.S. economy is better

protected against dollar depreciations than other countries.



assets and liabilities across countries in recent
years has made national wealth holdings increas-
ingly dependent on exchange rates (Figure 2.4).
While the analysis is complicated by data limita-
tions, a broad sense of the magnitudes involved
can be obtained from data on the impact of
exchange rate changes in U.S. foreign assets and
liabilities (similar data are not available for other
major countries). The 25 percent appreciation
in the nominal effective value of the dollar
between end-1995 and end-2001 led to a cumu-
lative reduction of 12 percent in the value of
assets held by U.S. citizens abroad. Based on
end-2001 holdings, a reversal of the appreciation
of the dollar since end-1995 could lead to an
increase in the U.S. net asset position of some

7 percent of U.S. GDP. The potential loss to
holders of U.S. assets would be closer to 10 per-
cent of U.S. GDP because of the buildup of net
liabilities, of which about 15 percent of GDP
would fall on central banks’ reserve holdings,
with the remainder distributed widely (including
to financial firms and others that have provided
hedging services). Additional wealth realloca-
tions would also come from movements in the
currencies of other deficit countries against the
surplus countries.

Are the Imbalances Viable and How Might
They Adjust?

Current account forecasts in this World
Economic Outlook, which are based on the
assumption that real exchange rates remain
unchanged, imply that net foreign asset posi-
tions as a ratio to GDP will continue to diverge.
In particular, in the absence of revaluations of
asset prices, the current forecast implies that
Japanese net assets as a ratio to GDP would rise
by about one-third (to about 40 percent of GDP)
between now and 2007, and U.S. net liabilities
would double (again to about 40 percent of
GDP). In both cases, this would be unprece-
dented by the countries’ own historical stan-
dards. Indeed, even the existing net asset
positions of these two countries are difficult to
explain on the basis of underlying fundamentals.

HOW WORRISOME ARE EXTERNAL IMBALANCES?

Figure 2.3. Net Foreign Positions and External Financing Flows

(Percent of GDP)

Imbalances have caused divergences in net asset positions, notably between
growing net liabilities in the United States and the United Kingdom, and assets of
Japan. There was also a notable increase in net equity outflows from the euro area
in the late 1990s and, more recently, in inflows to the United States.
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For example, a recent paper relating interna-
tional asset positions across a wide range of
countries to government debt, relative GDP per
capita, and demographic trends finds that these
fundamentals predict net foreign asset ratios of
only a few percent of GDP for Japan and the
United States (Lane and Milesi-Ferretti, 2001).
This implies that net foreign asset ratios are
unlikely to maintain their current trajectories
over the medium term.

Large external adjustments would be needed
to stabilize net foreign asset positions as a ratio
to GDP. (A slow divergence of net foreign asset
positions may be justified by fundamentals; in
Figure 2.4. Assets and Liabilities Positions pz.lrticular, H.IOI'C rapid aging in J.apan. compared
(Percent of world GDP) with the United States probably implies some

accumulation of net foreign assets by Japan and
Gross assets and liabilities have grown rapidly in both deficit and surplus countries decumulation by the United States.) External
and regions, but remain relatively low in Japan. stability calculations focus on the balance of
. sets B Lizbites trade in goods and nonfac.tor services (wh.ich
excludes payments on capital and unrequited
transfers), rather than the current account, just
as fiscal sustainability calculations focus on the
primary balance (which excludes interest pay-
ments), rather than the overall balance (Lane
and Milesi-Ferretti, 2001).14 Even taking account
of the fact that the United States has consistently
experienced higher rates of return on its assets
than most other countries, stabilizing the net

foreign asset position would require adjustments
in the trade balance of over 3% percent of GDP
in Japan, the United States, and the United
Kingdom (Table 2.2, based on calculations in
Lane and Milesi-Ferretti, 2001). Past experience
indicates that significant reductions in external

_ deficits generally occur through a combination
1986 2000 1986 2000 1986 2000 1986 2000

United States United Kingdom Euro area Japan ofa slowdowr? n output growth, Wh_ICh lowers
demand relative to output through its effect on
Sources: IMF, Balance of Payments Statistics. consumption and investment, and a deprecia-

tion of the real exchange rate, which switches
spending from foreign to domestic goods. The

4Indeed, in the simple case where all countries have
the same rate of return on their assets, stabilizing net for-
eign assets (liabilities) as a ratio to GDP implies running a
trade deficit (surplus), as the real economy needs to
release (generate) foreign exchange.



time over which external adjustment occurs is
also important. An extended period allows more
time for countries to adjust their production
structure, thereby reducing the size of the
needed exchange rate adjustment (Obstfeld and
Rogoff, 2000).

To assess the likely speed and nature of the
adjustment, it is useful to begin by examining
the historical experience. The existing literature
has looked at the experience of current account
reversals in developing and industrial countries
(see Milesi-Ferretti and Razin, 1998, on develop-
ing countries; and Freund, 2000, on industrial
countries).!® The authors have extended this
analysis by focusing on the experience of coun-
tries experiencing large deficits (in addition to
those with current account reversals) and con-
ducting a regression analysis to examine which
factors help determine the response to these
events. Turning to the experience of countries
that have run a current account deficit of over 4
percentage points of GDP for three years in a
row, the first result is that such events are rare.16
Only 12 episodes were identified using data on
21 industrial countries since 1973, all involving
relatively small and open economies (it is
unclear whether adjustment in these types of
countries would be more or less difficult than in
larger and more closed economies).!” The main
conclusions of this analysis, illustrated in Figure
2.5, are the following (see Box 2.2 for more
details):
® Large deficits are generally not sustained for long.

After three years of large deficits, the average

country experienced an improvement in the

current account of 2 percentage points of

GDP over the next three years. This was associ-

ated with a significant depreciation of the real

exchange rate and a fall in output growth,
both beginning a year or more before the cur-
rent account adjustment (due to J-curve

HOW WORRISOME ARE EXTERNAL IMBALANCES?

Table 2.2. Average Trade Balance on Goods
and Nonfactor Services
(Percent of GDP)

Needed to Stabilize
International Investment
Actual Position as Ratio of Implied

2000-02 GDP (1990-98) Adjustment
Major deficit countries
United States -4.4 -0.4 4.0
United Kingdom -3.2 1.2 4.4
Major surplus areas
Euro area 1.6 1.41 -0.2
Japan 2.2 -14 -3.6

Source: IMF staff calculations based on work in Lane and Milesi-Ferretti
(2001).

1Weighted average of Belgium, France, Germany, Italy, the Netherlands,
and Spain.

effects, as volumes of exports and imports
respond sluggishly to exchange rate deprecia-
tion). Within the sample, about one-fourth of
the countries were able to maintain an appre-
ciated exchange rate and large current
account deficit, while one-fourth experienced
a more rapid and potentially disruptive adjust-
ment with a sharp current account reversal,
rapid depreciation in the currency, and a sig-
nificant fall in output growth.

o The size of the adjustment depends upon initial con-
ditions, structural factors, and policies.
Regressions examining the determinants of
the adjustment indicate that the current
account adjustment (real exchange rate
depreciation) increases the larger the initial
deficit (real appreciation), the more closed
the economy, and the more expansionary the
subsequent fiscal policy. As an expansionary
fiscal policy lowers government net saving, this
implies that such a policy results in larger and
potentially disruptive increases in private sec-
tor net saving. By contrast, the impact on real
GDP growth appears to be largely independ-
ent of these factors.

15The experience of countries running surpluses has not been studied in any depth, as surpluses are less likely to lead to

a disruptive adjustment. See also Edwards (2001).

16This is the approximate size of the actual and projected U.S. deficit ratio between 2000 and 2002 (although double

that of the United Kingdom).

170On the one hand, small open economies tend to be more constrained in terms of access to financing and borrowing in
their own currency. On the other hand, external adjustment is easier as they have larger traded goods sectors.
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Figure 2.5. Adjustment of External Imbalances in Industrial
Countries, 1973-2001

Countries experiencing large deficits tend to experience reversal in their external
position, including depreciation in their exchange rate and reduction in growth.

Large External Deficits? External Deficit Reversal?
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1A current account deficit of over 4 percent of GDP for three years.
2See Freund (2000) for the definition.

Given the limited number of countries experi-
encing large current account deficits, the study
followed up on earlier work by examining the
experience of deficit countries undergoing a sig-
nificant current account adjustment. This
approach has the advantage of identifying
almost three times as many events, including sev-
eral involving major industrial countries, but of
course presupposes that a current account
adjustment will occur. The results from this exer-
cise were broadly similar, except (almost by defi-
nition) the response of the current account is
larger and less varied, and the fall in activity is
also more marked. These results correspond
closely to those in Freund (2000), who did a sim-
ilar analysis using a shorter sample period.

The historical analysis suggests the likelihood
of a reduction in external imbalances over the
next few years, involving slowing output growth
in the deficit countries and a depreciation of
their currencies a year or so before these reduc-
tions are seen. Given the size of the deficit coun-
tries in the global economy, this in turn
implies—all else being equal—appreciations of
the currencies of the surplus countries. History
also suggests that a rapid and potentially more
disruptive adjustment is a significant possibility.

An alternative way to examine possible
adjustment paths is to create scenarios using
MULTIMOD. First, a scenario was developed
that mimicked many of the developments across
the industrial country regions since 1996. The
acceleration in deficit country output growth
was created by introducing a gradual increase in
assumed underlying productivity growth in the
deficit countries (particularly the United
States). To mirror the size of the increase in
external deficits in the deficit countries, as well
as the rise in exchange rates and equity prices,
it was further assumed that these increases in
productivity growth also led to a reduction in
the relative risk premium on deficit countries’
assets (again, most notably in the United
States). Finally, to mimic the increase in equity
prices elsewhere and the benefits of structural
reforms and the IT revolution, a gradual
increase in productivity growth in the surplus
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Table 2.3. Scenario of Higher Expected Productivity and Alternative Scenario Where Expectations Are Overoptimistic
(Deviations from pre-1996 baseline)

1996-99 2000 2001 2002 2003 2004 2005
United States
Real GDP growth
Higher productivity 1.0 0.9 1.4 0.8 0.8 1.0 1.3
Overoptimistic productivity o S o o -3.1 0.5 0.8
Change o o o o -39 -0.5 -0.5
Current account to GDP
Higher productivity -0.5 -1.3 -1.6 1.9 =25 -2.7 -3.0
Overoptimistic productivity o S o o -2.2 -2.1 -2.2
Change o o o o -0.1 -0.6 -0.8
Real exchange rate
Higher productivity 9.0 17.3 19.2 16.1 9.9 3.1 -3.4
Overoptimistic productivity o S o o 4.8 -3.3 -9.1
Change o o o o =51 -6.4 =57
Euro area
Real GDP growth
Higher productivity -0.3 -0.1 -0.2 0.2 0.5 0.5 0.6
Overoptimistic productivity o o o . 0.3 0.8 0.3
Change . - . e -0.2 0.3 -0.3
Current account to GDP
Higher productivity 0.4 1.5 2.0 2.5 2.6 2.8 2.6
Overoptimistic productivity o o o . 2.1 2.0 1.9
Change o - o o -0.5 -0.8 -0.7
Real exchange rate
Higher productivity 4.0 -10.3 -115 -11.2 -9.4 -6.9 -4.0
Overoptimistic productivity o o o . -7.0 -3.3 -0.3
Change . - . e 2.4 6.6 3.7
Japan
Real GDP growth
Higher productivity -0.2 -0.4 -0.1 0.3 0.2 0.3 0.3
Overoptimistic productivity o o o S -1.1 0.4 —
Change o S o o =1l.3 0.1 -0.3
Current account to GDP
Higher productivity 0.6 1.5 2.2 3.0 341 83 8.3
Overoptimistic productivity o o o S 2.8 2.1 1.9
Change o c o e -0.3 =12 =212
Real exchange rate
Higher productivity -5.2 -6.1 -7.5 -6.5 -2.9 0.8 4.4
Overoptimistic productivity o o o S 0.5 5.8 9.2
Change . - C . 3.4 45 4.8
Other industrial countries
Real GDP growth
Higher productivity -0.2 -0.2 — -0.1 0.3 0.5 0.6
Overoptimistic productivity o S o o -0.2 0.7 0.3
Change o S o . -0.5 0.2 -0.3
Current account to GDP
Higher productivity 0.7 1.6 2.0 2.4 2.7 3.2 3.7
Overoptimistic productivity e . e o 2.2 2.1 2.2
Change o - o . -0.5 -11 -1.4
Real exchange rate
Higher productivity -0.6 -0.3 0.1 1.2 1.9 2.7 8.5
Overoptimistic productivity e . e e 1.9 2.6 3.1
Change . . . . — -0.1 -0.4
Source: IMF MULTIMOD simulations.
countries from 2004 was introduced. This base- productivity elsewhere occurs, as assumed in the
line “high productivity” scenario is reported in baseline scenario, the imbalances erode in a
Table 2.3. The key issue is how such a scenario benign fashion. There is a smooth rotation of

might play out. If the expected acceleration in demand and a gradual depreciation of the dol-
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Box 2.2. How Have External Deficits Adjusted in the Past?

This box provides details of the authors’
analysis of the historical experience with exter-
nal deficits since 1973. It extends earlier work
examining current account reversals (Milesi-
Ferretti and Razin, 1998, and Freund, 2000) by
also investigating the experience of countries
with large deficits and by using regression tech-
niques to examine the importance of various
factors in determining the response to a large
deficit or current account reversal.

More specifically, the authors examined the
experience of 21 industrial countries over
1973-2001.1 The first event studied was of coun-
tries whose current account deficits had
exceeded 4 percent of GDP for three consecu-
tive years.? These events are rare—only 12 cases
were found—and all involved relatively small
and open economies, underlining the unusual
nature of the current experience in the United
States.? In addition, following Freund (2000),
the experience of industrial countries undergo-
ing large and persistent current account adjust-
ments or reversals was studied.# This yielded 33
episodes, and hence the possibility for a richer
econometric specification, including events
experienced by major economies such as France
(1982), the United Kingdom (1974 and 1990),
and the United States (1987).

For each country group, the staff’s economet-
ric analysis examined the determinants of the
change in the current account balance as a ratio
to GDP, annualized real exchange rate apprecia-
tion, and annualized rate of output growth
between the four years culminating in the event
and the three subsequent years. The explana-
tory variables were of three types.

Note: The main author of this box is Marco Terrones.

IThe sample comprises Australia, Austria, Belgium,
Canada, Denmark, Finland, France, Germany, Greece,
Ireland, Italy, Japan, the Netherlands, New Zealand,
Norway, Portugal, Spain, Sweden, Switzerland, the
United Kingdom, and the United States.

2This criterion was selected to resemble the experi-
ence of the United States over recent years.

3Given the small sample, the staff also examined the
19 cases of countries with current account deficits of
over 3 percentage points of GDP for three years in a
row, which included the United Kingdom in 1990.

4See Freund (2000) for the definition.

e Initial conditions. The relationship between the
subsequent adjustment and the size of the ini-
tial deficit, rate of real exchange rate apprecia-
tion, and level of output growth was examined.
All variables were averaged over the four years
culminating in the event, and hence were pre-
determined.

® Structural factors. The role of underlying struc-
tural factors, in particular a country’s open-
ness to trade, can also matter. A less open
economy would appear to require a larger
exchange rate adjustment to effect the same
external adjustment as a more open one.
These factors were also measured using the
average over the four years culminating in the
event, and were hence also predetermined.

® Macroeconomic policies. Changes in the fiscal
balance and real short-term interest rates
between the initial buildup to the event and
the subsequent period were included to exam-
ine the role of policy in exacerbating or miti-
gating adjustment. This was done by taking
the change in both variables between the aver-
age in the four years running up to the event
and the three subsequent years. Potential
biases due to the joint impact of activity on
the current account and the policy response
were examined by including the change in
the output growth rate in the regressions. As
the impact on coefficients was found to be
small, the simpler regressions excluding the
change in output growth are reported.

The econometric results support the view that
initial conditions, structural factors, and fiscal
policy response all play an important role in the
adjustment of large external imbalances, while
the impact of real short-term interest rates is
almost always small and insignificant (see the
table). The results are qualitatively similar for
large current account deficits and reversals,
although the coefficients tend to be smaller in
the latter case. Given the small sample of coun-
tries with large deficits, the latter coefficients are
likely to be more reliable (Goldberger, 1991).5

5Indeed, the analysis of countries running deficits of
3 percent for three years in a row produced similar
coefficients to those found when analyzing current
account reversals.
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Regression Results on the Adjustment of External Imbalances

Dependent Variable
Change in the current Change in annualized Adjustment of
account! real rate of appreciation? output growth?
(Percent of GDP) (Percent) (Percent)
Large Large Large

Explanatory Variables deficits Reversals?2 deficits Reversals deficits Reversals
Initial conditions?
Initial current account balance -2.30* -0.49* . .
Initial rate of real appreciation .. .. —1.93* -1.14* e e
Initial output growth .. . -0.36 -0.80*
Structural factors
Openness? —0.14* = -0.08* 0.02 -0.03 0.01
Policy responses
Improvement in fiscal balance? -0.37* -0.15** 0.43* 0.51* -0.08 -0.01
Higher real interest rates! 0.05 -0.01 0.01 0.01 0.02 0.01
Constant -0.05* — —-0.06* -0.02 0.02 0.01
Memorandum
R2 0.89 0.37 0.98 0.54 0.22 0.54
Number of observations 12 32 12 32 12 32

Note: One and two asterisks represent statistical significance at 5 and 10 percent, respectively.
1Difference between the three-year annual average following the event with the previous four years.
2This regression equation also included the initial terms of trade growth, which was statistically significant.

3Annual averages of the four-year period running up to the event.

4Measured as the ratio of the sum of exports and imports of goods and services to GDP.

The following results stand out from the
analysis.

e Current account. The current account improve-
ment increases as the size of the initial current
account deficit increases. In the reversals case,
the coefficient of /2 implies that over the next
three years countries with larger initial deficits
still have a somewhat weaker external position
than those with smaller initial deficits, although
the gap narrows. Countries that are more open
to international trade also tend to experience a
more modest current account improvement.
Turning to policies, countries that tighten their
fiscal policy (that is, reduce their fiscal deficit
as a ratio to GDP by a greater amount) gener-
ally experience a smaller current account
adjustment. Apparently, the relative improve-
ment in public net saving is on average more
than offset by the opposite response in the pri-
vate sector saving-investment balance.

® Real exchange rate appreciation. Countries with
larger real appreciations in the run-up to an
event have a larger real depreciation subse-

quently. Indeed, by the end of the full period,

the earlier appreciation is basically offset. As

expected, the rate of depreciation of the real
exchange rate decreases the more open the
economy. On the policy front, a tighter fiscal
policy reduces the real exchange rate depreci-
ation, while there is no significant effect from

a tighter monetary policy.
® Output growth. The adjustment in output

growth seems to depend only on the initial

rate of economic growth, and to fall by more
the faster the expansion in output before the
event. The outcome appears largely independ-
ent of the other explanatory variables, includ-
ing openness and the fiscal stance.

These results suggest that the adjustment
process largely depends on the initial imbal-
ance, the degree of openness of the economy,
and the policy response. In particular, fiscal
policy appears to be a potentially useful instru-
ment for reducing the risk of a rapid and poten-
tially disruptive adjustment in the current
account and private sector net saving balance.
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lar over several years, creating an immediate
response in trade volumes (although the nomi-
nal current account balance continues to
expand, reflecting J-curve effects).

In contrast, if it is assumed that recent views
of underlying productivity growth have been too
high, a more disruptive adjustment is possible.
In particular, if the increase in underlying pro-
ductivity growth is halved in all countries, this
leads to a marked deceleration in the growth of
global output in 2003, notably in the deficit
countries but also elsewhere, particularly in
Japan given the limited room for easing policy
(this is the “overoptimistic productivity” scenario
in Table 2.3). The exchange rates of the deficit
countries also depreciate faster in the short
term, and this, together with relatively larger fall
in activity, results in a rapid improvement in
their external position. Similarly disruptive out-
comes can be generated by lowering expected
income growth, even if it is assumed to be
unrelated to forecast productivity. In particular,
significant falls in output growth and reductions
in external imbalances can be created by reduc-
ing expectations of future growth of wages and
profits that are assumed to have been over-
optimistic and mutually inconsistent. This illus-
trates how unexpected financial shocks (such as
a reevaluation of accounting standards or future
profit trends) can feed through into the real

economy.

Policy Implications

The results of this analysis can be briefly sum-
marized as follows. First, current account imbal-
ances matter because of the limited integration
of goods markets across countries. Second, the
growth in imbalances reflects both the
dynamism of the deficit countries in the late
1990s and financial excesses linked with the IT
revolution. Third, using a range of theoretical
and empirical approaches, existing imbalances
appear unlikely to be viable over the medium
term. If the adjustment occurs gradually it would
likely be relatively benign, but a rapid adjust-
ment could result in a diminution in global

growth if lower demand in the deficit countries
is not offset by higher demand elsewhere, signifi-
cant dislocation in tradable good sectors around
the world, protectionist pressures, and changes
in wealth.

How should policymakers respond in such cir-
cumstances? Given the unpredictability of
exchange rate movements over the short term,
macroeconomic policies should not be directed
to a specific current account balance. However,
given the possibility of a disruptive outcome due
to a range of unexpected events, it would be
prudent for policymakers to orient their
medium-term objectives with a view to minimiz-
ing the risk of a less benign outcome, particu-
larly if this achieves other desirable medium-
term objectives. In the deficit countries, this
analysis reinforces the argument for credible
plans for medium-term fiscal consolidation—
already needed in both deficit and surplus coun-
tries for a number of other reasons, including to
prepare for aging populations—as a tighter fiscal
policy appears to diminish the likelihood of a
rapid adjustment of large current account
deficits. At the same time, consideration could
be given to other structural issues, including
reforms of accounting rules and enforcement
procedures aimed at maintaining investor confi-
dence, where recent reforms in the United
States (which houses the world’s largest and
most dominant equity markets) provide a good
start, as well as other policies to encourage pri-
vate saving in a nondistortionary manner (see
also McKinnon, 2001).

In the surplus countries, the main policy
imperative is to press ahead rapidly with needed
structural reforms to make economies more flex-
ible, boost potential growth, and support
demand. In continental Europe, the main priori-
ties are reducing labor markets’ rigidities and
increasing competition in product markets; and
in east Asia, pushing ahead with banking and
corporate reform and, in some cases, more flexi-
ble exchange rate arrangements. By creating a
more dynamic environment, such reforms would
increase the likelihood of a smooth rotation of
demand from the deficit countries to the surplus
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countries, thereby minimizing the chances of a
significant deceleration of global growth or
unsustainable booms such as occurred in Japan
and Germany in the late 1980s.

How Do Industrial Country Agricultural
Policies Affect Developing Countries?18

Industrial economies provide extremely high
levels of support to their farmers. The OECD
has calculated that total transfers from con-
sumers and taxpayers to farmers averaged about
30 percent of gross farm income in 2001, cost
over $300 billion (1.3 percent of GDP), and
amounted to six times overseas development
aid.19 Support to agriculture is much higher
than that given to almost any other significant
sector of industrial economies, and—as dis-
cussed below—is generally provided in a manner
that is highly inefficient at achieving its underly-
ing social aims. The high levels of support
largely reflect the influence of special interests,
which gain significantly, while the larger losses to
consumers are more diffuse and less visible.

While agricultural support benefits some
farmers in industrial countries, it can actually
hurt others by increasing the prices they pay for
inputs and depressing world prices for those who
receive relatively little support. Furthermore, it
imposes substantial costs on consumers and tax-
payers in industrial countries, and on commod-
ity producers in the rest of the world, many of
whom are poor. Indeed, the vast majority of the
world’s poor are farmers in developing coun-
tries, whose product prices are depressed by
industrial country farm-support programs. The
nature and extent of these costs depend impor-
tantly on the type of support: trade measures—
tariffs and export subsidies—are generally the
most inefficient and depress international prices
the most, while production subsidies and direct
income support are somewhat less damaging.

The immediate costs come through three main

channels.

e First, to the extent that agricultural support
policies in industrial countries raise prices to
consumers—for example, through tariffs and
export subsidies—consumers’ real income and
purchases of agricultural products are
reduced.

® Second, agricultural support encourages
greater domestic production, moving
resources away from more productive activi-
ties. Together with lower domestic consump-
tion, this means that exports are greater (or, if
the country is an importer, imports are less).

e Third, the greater net exports of farm prod-
ucts generated by agricultural support tend to
increase supply on world markets, driving
down international food prices. This hurts
other commodity producers, including those
in developing countries (although, as dis-
cussed below, net buyers of food in developing
countries could gain).

Beyond these immediate costs, however, agri-
cultural support has a number of other damag-
ing effects. First, protection imposes substantial
long-run costs by inducing countries to special-
ize in areas that are not to their long-run advan-
tage, and by reducing trade and its associated
benefits for growth. While these costs are diffi-
cult to calculate precisely, they may in practice
be several times greater than those described
above. Second, most industrial country support
aims to stabilize prices facing domestic farmers
and often also consumers, and thereby insulate
them from global shocks. However, these efforts
may not be successful, as they tend to reduce the
effectiveness of each country’s attempts at stabi-
lization and may lead to increased instability in
countries that do not intervene (Tyers and
Anderson, 1992). This instability can cause seri-
ous fiscal and balance of payments difficulties
for commodity producers.

18The main author of this essay is Stephen Tokarick; Bennett Sutton provided research assistance, and Yongzheng Yang

ran the GTAP simulations.

YBased on the producer support estimate (PSE), which measures gross transfers from consumer and taxpayers to agri-

cultural producers as a percentage of gross farm receipts.
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Figure 2.6. Composition of Producer Support Estimates (PSE)
(Percent of farm receipts)

The average PSE has declined modestly in recent years. The composition of
support has shifted slightly away from tariffs and subsidies.

I Tariffs and export subsidies
I Payments based on input use and output
Other including direct income support

1986 88 90 92 94 96 98 2000

Source: Organization for Economic Cooperation and Development (2002).

Types of Agricultural Support Policies in
Industrial Countries

Support to industrial country farmers aver-
aged 31 percent of farm income in 2001, about
two-thirds of which comes in the form of price-
based support (Figure 2.6).20 Support levels var-
ied widely across countries, ranging from 69
percent in Switzerland to a low of 1 percent in
New Zealand (Figure 2.7).2! In general—and
unsurprisingly—support was smallest in coun-
tries that have efficient, export-oriented sectors
(notably, Australia and New Zealand) and largest
in those that are relatively inefficient and import
substituting (notably, Japan, Korea, Norway, and
Switzerland). Canada, the European Union, and
the United States fell between these two
extremes, although support levels in the
European Union, at about 35 percent, were sig-
nificantly higher than in Canada and the United
States (about 20 percent).

The nature of agricultural support provided
also varied significantly across countries and
commodities (Figure 2.7). In Japan and Korea,
support was provided almost entirely through
policies that alter prices (primarily import tariffs,
since both countries import, rather than export,
agricultural products). Elsewhere, the levels of
price-based support were generally smaller,
although still substantial. The European Union
is the major user of export subsidies, while other
countries, including the United States, tend to
use production subsidies, which, as already
noted, are somewhat less inefficient. Partly as a
result of these countries’ efficiency in agricul-
tural production, inefficient price-based support
comprises a smaller proportion of total support
in Australia, Canada, New Zealand, and the
United States, compared with the European
Union, Japan, and Korea. Support also varies
across commodities, with higher levels of sup-

20Throughout this essay, Korea is included in the analy-
sis although it is not in the World Economic Outlook defini-
tion of industrial countries, as it is wealthy and has high
levels of agricultural support.

210rganization for Economic Cooperation and
Development (2002).
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port for dairy and sugar production—sectors
that are import competing and where it is easy
for producers to organize politically. The some-
what haphazard pattern of support across com-
modities greatly increases the welfare costs of
these policies.

There have been some welcome reductions in
the size and desirable changes in the composi-
tion of industrial country agricultural support
over the past decade or so. The average level of
support has declined from 38 percent in
1986-88 to 31 percent in 1999-2001, led by sub-
stantial cuts in support by Canada and New
Zealand, with more limited progress elsewhere,
including the European Union, Japan, and the
United States (Figure 2.7). Over the same
period, there has also been some shift away from
price-based support toward less distorting
income support, particularly in the European
Union and other European countries (although
price-based support still remains higher than in
the United States). Recently, the European
Commission has proposed a reform of the
Common Agricultural Policy (CAP) that, if
adopted, would further reduce the share of
price-based support. By contrast, the 2002 U.S.
Farm Bill moves in the opposite direction, lock-
ing in much of the emergency support given to
farmers in recent years in the form of inefficient
price supports. On a more positive note, the
United States recently put forth a proposal that
calls for a reduction in the maximum agricul-
tural tariff to 25 percent, elimination of all
export subsidies, and a limit on domestic sup-
port of no more than 5 percent of agricultural
production in all countries.

Industrial countries have in some cases sought
to offset the negative effects of agricultural sup-
port on the poorest countries by providing pref-
erential access schemes. For example, the
European Union has for some time provided
preferential access to its markets for some goods
(notably beef and sugar) from selected African,
Caribbean, and Pacific countries, and the
United States allows imports of certain products
to enter duty-free from designated countries
under the Generalized System of Preferences

Figure 2.7. Changes in Overall Producer Support Estimates

(PSE) and Price-based Support, 1986-20011

(PSE in percent of total farm receipts, price-based support in percent of PSE)

Most countries have reduced their use of price-based support.
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Figure 2.8. Welfare Effects of Agricultural Liberalization:

Industrial Versus Developing Countries
(Percent of GDP)

There are aggregate gains from liberalization.
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Sources: Simulations with GTAP model; and IMF staff estimates.

(GSP).22 While these preference schemes aim to
assist the development of poor countries, and
have played a role in the successful development
of at least one country (Mauritius), they harm
the countries that do not receive the preferences
and weaken the incentive that recipient coun-
tries have to reform their own policies (and to
lobby for reform in industrial countries). They
can also lead to significant transitional costs if
the preferential scheme is dismantled, as illus-
trated by tensions over the preferential access
granted by the European Union to certain
Caribbean producers of bananas.

What Is the Impact of Removing
Agricultural Support?

If agricultural support in industrial countries
were eliminated tomorrow, there would be sig-
nificant gains, both for industrial countries
themselves and for many countries—particularly
commodity producers—in the rest of the world.
To assess the size and extent of the static gains
from eliminating inefficiencies caused by dis-
torted prices (a widely used if somewhat conser-
vative assessment of the costs), the IMF staff
used a general equilibrium model of the world
economy (GTAP).?3 The results indicate that
agricultural liberalization by industrial countries
would increase their own real income by 0.4 per-
centage points of GDP, almost $92 billion at
1997 prices (Figure 2.8 and Table 2.4). The
largest gainers are the major agricultural pro-
ducers (Australia, Canada, and New Zealand), as
a result of higher world prices and greater access
to overseas markets, and the countries with most
distorted domestic markets (the European

2These preferences generally apply to tropical prod-
ucts that do not compete with domestically produced
goods.

23For a description of the GTAP modeling framework,
see Hertel (1997). The model uses data on trade flows
and agricultural support levels for 1997 and adopts a
number of assumptions that influence the results, includ-
ing full employment. The results also depend on a large
number of parameters, whose estimated values are often
imprecise.
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Table 2.4. Welfare Effects of Industrial, Developing, and Global Agricultural Liberalization

Industrial Country Developing Country
Liberalization Liberalization Global Liberalization
Change in: Change in: Change in:
Welfare Terms of Welfare  Terms of Welfare  Terms of

Welfare (percent  trade Welfare (percent  trade Welfare (percent  trade
($billion) of GDP) (percent) ($billion) of GDP) (percent) ($billion) of GDP) (percent)

Industrial countries

United States e 0.08 0.4 e 0.02 0.2 0.10 0.6
Australia, New Zealand, and Canada S 0.94 2.2 S 0.13 0.5 1.11 2.8
Japan and Korea o 0.54 -1.1 o 0.02 0.1 0.56 -1.0
European Union e 0.40 -0.3 e -0.01 0.1 0.41 -0.2
Other OECD e 1.41 -0.9 e 0.02 0.1 e 1.46 -0.8
Total industrial 91.7 0.40 — 2.8 0.01 — 97.8 0.43 —
Developing countries
China o — 0.4 0.46 -0.7 o 0.42 0.4
India and rest of South Asia o 0.01 0.4 0.20 -0.2 o 0.20 0.1
Hong Kong SAR, Taiwan Province of

China, Singapore, and rest of ASEAN . 0.13 0.2 0.05 -0.1 . 017 0.1
Brazil o 0.31 1.4 0.38 1.0 . 0.72 2.6
Rest of Latin America . 0.45 1.7 0.10 — e 0.54 1.6
North Africa and Middle East - -0.26 -0.3 1.43 -1.1 o 1.24 -1.6
Sub-Saharan Africa e 0.60 1.6 0.23 -0.4 e 0.81 0.9
Former Soviet Union e — 0.6 0.12 -0.2 e 0.23 0.2
Rest of world 0.14 0.6 o 0.09 -0.2 o 0.27 0.4
Total developing 8.0 0.13 — 21.4 0.36 — 30.4 0.51 —
World 99.7 0.34 — 24.2 0.08 —_ 128.2 0.44 _

Source: Simulations with the GTAP model.
Union, Japan, Korea, Norway, and Switzerland), Laird, and Turrini, 2002) (Figure 2.9 and Table
where domestic food prices fall and generate 2.5).24 The major exporting regions, such as
gains for consumers. In contrast, the gains for Latin America and sub-Saharan Africa, gain the
the United States are more modest, since its most—between 0.3 and 0.6 percent of GDP.
exports of agricultural goods are not particularly Elsewhere, the gains are smaller and are slightly
large in relation to its economy and the prices negative in one region that is a particularly
paid by consumers are not as distorted as they large importer of food (North Africa and the
are in many other industrial countries. Middle East). In general, these results are

Developing countries also gain from indus- broadly consistent with the findings from other
trial country liberalization, particularly regions studies, such as Anderson and others (2001),
that are significant agricultural exporters, with and from the more specific liberalization sce-
real income increasing by slightly over 0.1 per- narios in the Uruguay Round (Harrison,
cent of their GDP (equivalent to about one- Rutherford, and Tarr, 1997).
sixth of aid flows). The gains come largely from The dynamic gains that would arise from agri-
tariff removal, consistent with the observation cultural liberalization could far exceed the static
that tariffs reduce world prices of commodities gains, including in poor countries with large
that developing countries export, while, in the agricultural sectors. Dynamic gains can arise as
case of export subsidies, many developing coun- countries adopt new technologies, increase
tries benefit from the resulting lower prices, as investment, accelerate productivity growth, and
they are importers of these goods (Cernat, specialize in accord with their comparative

?4The costs of export subsidies are often underestimated because the issue of financing these subsidies is usually not
considered.

85



86

CHAPTER Il

Figure 2.9. Welfare Effects of Removing Industrial Country

Tariffs and Subsidies
(Percent of GDP)

Tariff removal benefits all regions, while some regions are hurt by subsidy removal.
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Sources: Simulations with GTAP model; and IMF staff estimates.

advantage. Agricultural liberalization in both
industrial and developing countries results in a
more efficient allocation of resources, thereby
increasing the rate of return on capital and gen-
erally inducing an increase in investment.25 In
addition, the reduction in the variability of
global commodity prices as a result of liberaliza-
tion will also lead to an increase in investment in
the agricultural sectors of exporting countries.
Finally, some of the larger developing country
exporters with more capital-intensive produc-
tion, such as Argentina and South Africa, would
probably be able to exploit economies of scale
from more open markets.

Several studies have pointed to dynamic gains
from liberalization that are much greater than
the static gains. For example, Francois,
McDonald, and Nordstrom (1996) report that
the dynamic benefits of agricultural liberaliza-
tion in the Uruguay Round to Africa could be
easily double the static effects. In another study,
the World Bank (2002) estimates that the static
gains to developing countries in 2015 from agri-
cultural liberalization by developed countries
would be $31 billion (in 1997 dollars), but this
gain would increase over threefold to $99 billion
if dynamic effects are considered. Indeed, these
estimates may be on the conservative side, given
the widespread evidence that increased trade is
one of the keys to successful development in
poorer countries.26

While developing countries benefit from liber-
alization by industrial countries, even larger
gains come from lifting their own restrictions
(see also Anderson and others, 2001). The static
gains in real income from agricultural liberaliza-
tion by all developing countries are estimated at
0.4 percentage points of their GDP, several times
the gains from industrial country liberalization
(Table 2.4). As developing countries generally
use tariffs to support domestic agricultural pro-

2Even if production becomes more efficient, invest-
ment could fall, depending on the capital intensity of pro-
duction in agriculture relative to other sectors.

206Krueger and Berg (2002) discuss the importance of
trade for rapid development, while Rodriguez and Rodrik
(2001) offer a more skeptical view.
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Table 2.5. Welfare Effects of Agricultural Liberalization by Industrial Countries

Tariff Removal Subsidy Removal Tariff and Subsidy Removal
Change in: Change in: Change in:
Welfare Terms of Welfare  Terms of Welfare  Terms of

Welfare (percent  trade Welfare (percent  trade Welfare (percent  trade
($billion) of GDP) (percent) ($billion) of GDP) (percent) ($billion) of GDP) (percent)

Industrial countries

United States o 0.03 0.1 0.50 0.3 o 0.08 0.4
Australia, New Zealand, and Canada . 0.78 1.6 0.14 0.5 . 0.94 2.2
Japan and Korea ce 0.60 -0.7 e -0.05 -0.3 e 0.54 -11
European Union o 0.26 0.3 o 0.16 — - 0.40 -0.3
Other OECD S 1.46 -0.8 o —-0.08 -0.1 o 1.41 -0.9
Total industrial 78.6 0.34 . 141 0.06 . 91.7 0.40 .
Developing countries
China o 0.08 0.4 . -0.08 — o — 0.4
India and rest of South Asia o 0.02 0.3 o -0.02 -0.2 . 0.01 0.4
Hong Kong SAR, Taiwan Province of

China, Singapore, and rest of ASEAN .. 0.16 0.2 —0.04 -0.1 o 0.13 0.2
Brazil S 0.20 0.9 0.09 0.4 o 0.31 14
Rest of Latin America o 0.42 1.4 — 0.1 o 0.45 1.7
North Africa and Middle East o 0.16 0.2 -0.40 -0.5 o —0.26 -0.3
Sub-Saharan Africa . 0.70 1.7 -0.12 -0.2 . 0.60 1.6
Former Soviet Union . 0.20 0.7 -0.14 -04 C. — 0.6
Rest of world o 0.20 0.7 S -0.06 -0.1 o 0.14 0.6
Total developing 12.5 0.21 - -4.7 -0.09 - 8.0 0.13
World 91.1 0.31 - 9.4 0.03 - 99.7 0.34

Source: Simulations with the GTAP model.
ducers, the largest benefits go to those countries the results from the GTAP model may overstate
with the higher tariff barriers, including many of the gains, as the model does not take into
the bigger countries, notably China and Brazil, account the trade preferences granted to the
and the Middle East and North Africa (where region by industrial countries. Also, when all
some countries have tariffs as high as 100 per- developing countries liberalize, the terms of
cent on wheat, vegetables, dairy products, meat, trade deteriorate for sub-Saharan Africa, offset-
and beverages). By contrast, major producing ting some of the efficiency gains from liberaliza-
regions such as the rest of Latin America and tion. This occurs because developing countries
sub-Saharan Africa have smaller benefits, as local export similar products, and liberalization by all
producers generally receive relatively lower lev- these countries depresses the prices of their
els of protection. exports.2” On the domestic side, countries in sub-

In the case of sub-Saharan Africa, a region that Saharan Africa have made progress in liberaliz-
includes some of the world’s poorest countries, ing their trade regimes in the 1990s, with
the benefits from removal of agricultural support marketing boards largely abolished and tariff
by all industrial countries are estimated to be rates, while high, coming down (Subramanian
somewhat greater than the benefits from remov- and others, 2000). By contrast, sub-Saharan
ing agricultural support in all developing coun- Africa’s barriers in other sectors—particularly
tries. This is because the level of agricultural manufacturing—are much higher than in indus-
protection applied by industrial countries to sub- trial countries (as is the case in many of the
Saharan Africa’s exports is generally higher than developing country regions; see Chapter III), so
that applied by developing countries, although that this result generally does not hold outside of

27Anderson (2002) finds a similar result.
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Figure 2.10. Welfare Effects of Global Agricultural
Liberalization
(Percent of GDP)

Every country benefits from global liberalization.
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agriculture. That said, sub-Saharan Africa could
enjoy larger gains from trade liberalization if it

were accompanied by more general reforms to

improve governance and reduce rent seeking.

In common with numerous other studies, the
results from the simulations show that multilat-
eral liberalization generates larger gains than
unilateral liberalization by the rich or poor
countries alone (Figure 2.10). If all countries
removed their agricultural protection, all
regions of the world would gain $128 billion
(Table 2.4), with about three-fourths of the gains
accruing to industrial countries and one-fourth
of the gains going to developing countries. The
major agricultural exporters benefit the most
(Australia, Canada, New Zealand, and much of
Latin America and sub-Saharan Africa), largely
because their terms of trade improve, along with
those countries that have the most distorted
domestic markets (the European Union, non-EU
European countries, and North Africa and the
Middle East), where the benefits to consumers
from lower prices and a more efficient allocation
of resources outweigh any terms-of-trade losses.

The discussion so far has focused on the
aggregate impact of agricultural liberalization
across many commodities and major regions.
However, it is also of interest to look in more
detail at the effects on individual countries and
commodities. To do this, the author used a sim-
pler partial equilibrium model to assess the
short-run effects of industrial country liberaliza-
tion on the terms of trade and on net trade flows
for six commodities.?® The main advantage of
this approach is that it takes into account the dif-
ferent trade patterns of a wide range of coun-

28The calculation uses gaps between domestic and
world prices for selected commodities from the PSE/CSE
database (OECD, 2002) and data on trade flows from
FAO (2002) to estimate the impact of removing support
on world prices, trade flows, and welfare of 150 countries
across six commodities: one highly subsidized raw mate-
rial (cotton) and a number of foods that are supported
through both subsidies and tariffs (wheat, refined sugar,
milk, rice, and beef). In contrast to GTAP, the calculation
does not include the benefits from switching consump-
tion between goods, moving resources between sectors, or
changes in demand due to income effects.
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tries, many of which cannot be captured in a
general equilibrium model. These partial-
equilibrium exercises assume that there are no
spillover effects from liberalization of one com-
modity onto other commodities or countries and
that there are no other distortions in place.??

In general, when industrial country support to
a particular commodity is removed, there are
large gains to a relatively small number of major
exporters of the commodity, but small losses to
developing countries that are food importers, in
particular small island states that import a high
proportion of their food. The possibility that net
food-importing developing countries might be
hurt by liberalization arose in the context of the
Uruguay Round. To address this concern, minis-
ters adopted an agreement whereby countries
experiencing short-term difficulties financing
food imports could be eligible for financial assis-
tance from the IMF.30 Figure 2.11 depicts exam-
ples where liberalization benefits many poor
countries, as they are net exporters (cotton);
hurts a number of poor countries, as they are net
importers (wheat); and benefits a mix of rich
and poor countries (beef). It should be noted,
however, that because this analysis does not take
account of substitution between goods, some of
the losses may be overstated (for example, as the
prices of some of the more expensive types of
food rise, such as beef, the poorest consumers
can be expected to switch to cheaper alternatives,
such as chicken). In addition, it is possible for
net-importing countries to benefit from liberal-
ization as the rise in world prices could offset the
effects of other distortions in the economy. For a
discussion of this issue, see Anderson and Tyers
(1993) and Anderson (1998).

For the six specific commodities, the analysis
reveals the following points.
¢ Liberalization of cotton provides large benefits

(of as much as 2 percent of exports) to many

poor countries in west Africa and the CIS, as
the world price rises by about 4 percent. The
United States gains from removing its subsi-
dies on cotton. Losses are universally small
(less than V4 percent of exports).

* Removal of support on rice, refined sugar, and
wheat results in an increase in the world
prices of these goods in the range of 2 to 8
percent. These are substantial net gains to a
few countries, including some poor countries
that are major exporters, as well as some rela-
tively rich ones.3! The major losers are mainly
small islands and a number of countries in the
Middle East and North Africa that are net
importers and some who are currently enjoy-
ing preferential access to industrial country
markets.

¢ Liberalization of beef raises the world price by
about 7 percent, which would benefit a mix of
rich and poor countries, but in this case, the
major beneficiaries include a number of
middle- to upper-income countries in Latin
America (Argentina, Brazil, and Uruguay)
while the losers from liberalization include a
number of low-income countries.

e Milk (including the highly tradable milk
powder) is subject to very high levels of sup-
port in industrial countries, so liberalization
would lead to an increase in the world price of
23 percent. The gainers from liberalization
are predominately middle- and high-income
countries, while many other developing coun-
tries, including poor ones, generally lose.
Opverall, this analysis suggests that while indus-

trial country agricultural liberalization in aggre-

gate is highly beneficial for developing countries
in general, there would be gainers and losers
within the latter group. That said, three underly-
ing facts should be borne in mind. First, devel-
oping countries can also substantially improve
on these outcomes by liberalizing their own

YThese exercises also do not consider the implications of trade preferences.
30Eiteljorge and Shiells (1995) examined the sizes of the losses that might be suffered by net food-importing countries as

a result of the Uruguay Round and, in general, concluded that the increase in net food import costs would be relatively

small.

31The net welfare effects from liberalization of sugar depends on how any quota rents (profits from the trade restriction)

are allocated. For example, exporters who previously earned rents could lose from liberalization.
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Figure 2.11. Welfare Effects of Agricultural Liberalization by Industrial Countries and

Per Capita Income
(Change in welfare in percent of GDP)

In specific commodities, large gains for some countries are often offset by small but generalized losses.
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TLeast developed countries are defined in the Statistical Appendix, plus Armenia, Azerbaijan, Moldova, Mongolia, Georgia, Kyrgyz
Republic, Tajikistan, and Uzbekistan.

2Includes advanced, developing and transition economies as defined in the Statistical Appendix.
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regimes; second, any losses, particularly to poor
countries, are small compared to the gains to
industrial countries; and third, the households
in the developing countries that are made worse
off are generally relatively affluent city dwellers.

Conclusions and Policy Implications

Overall, the analysis above suggests that there
are substantial gains to be had from industrial
country agricultural liberalization, both for
developed and developing countries, as coun-
tries reorient their production in a more effi-
cient manner. Elimination of agricultural
support, of course, will involve difficult political
decisions, and likely some transitional costs to
compensate the losers from reform. Given their
wealth and the small size of their agricultural
sectors, industrial countries are clearly best
placed to take the lead in this area. Further-
more, a bold initiative by the rich countries
would provide significant overall benefits to
developing countries, as well as sending a strong
signal about the importance and urgency of
following suit with their own reforms.

The analysis also underscores that reforms are
best achieved in a multilateral setting. Multi-
lateral liberalization provides aggregate welfare
gains to all regions—about $128 billion in total,
with the dynamic gains (from higher investment
and faster productivity growth) possibly several
times larger—and, by eliminating distortions in
a comprehensive manner, ensures a more effi-
cient global agricultural sector. In addition, a
multilateral agreement with well-defined rules
may well be the best way of neutralizing the
political economy constraints that have often
successfully delayed or derailed beneficial
reforms in individual countries in the past. This
should be one of the key objectives of the Doha
round of multilateral trade negotiations cur-
rently under way.

In the absence of a multilateral agreement,
however, unilateral liberalization or appropri-
ately designed regional arrangements can
provide significant benefits. If only industrial
countries were to liberalize, the aggregate gains

would be about $100 billion, with over 90 per-
cent of the gains going to these countries.
Likewise, of the $24 billion in aggregate gains
from developing country liberalization alone,
$21 billion would accrue to developing coun-
tries themselves. In both cases, the dynamic
gains would raise these estimates further and
allow poor countries to accelerate the pace of
their development. As demonstrated by these
results, the main benefits of trade liberalization
almost invariably accrue to those that under-
take such reforms. While sub-Saharan Africa
benefits relatively more from agricultural
liberalization by industrial countries compared
with liberalization by developing countries,

this result does not hold more generally as
relative protection is higher in other sectors.
Therefore, countries should continue to work
toward liberalizing their own markets. In this
respect, the progress made in many major
commodity-exporting countries in both the
industrial and developing world, most notably
New Zealand, is commendable. The recent pro-
posals by both the European Commission and
the United States for reform of agricultural sup-
port policies are steps in the right direction.
However, the 2002 U.S. Farm Bill runs counter
to this sentiment.

While removal of industrial country tariffs and
subsidies benefits many countries in the develop-
ing world, including many poor commodity
exporters, a few poor countries that are heavily
dependent on imported foodstuffs may lose
from the resulting increase in world prices. The
value of these losses is small in absolute terms, as
these countries are often small, as well as poor,
and these losses are dwarfed by the benefits to
the finances of industrial countries. As was rec-
ognized in the Uruguay Round, consideration
should be given to providing assistance to these
countries, possibly through building on initia-
tives to increase and better target aid at the
recent summit in Monterrey. One obvious target
for aid is agricultural research in developing
countries, where relatively modest investments
may well convert food-importing nations into
food surplus economies.
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Capital Structure and Corporate
Performance Across Emerging Markets32

The 1997-98 Asian financial crisis brought
into sharp relief the importance of healthy cor-
porate balance sheets to macroeconomic per-
formance.?® Given evidence that the combination
of high leverage, shorter debt maturities, and
decreasing profitability played a key role in that
crisis, the evolution of such balance sheet indica-
tors has become a matter of increasing concern
to policymakers in recent years. This has been
the case particularly in emerging markets, where
problems of corporate governance and trans-
parency are often significant and, at times, have
had a larger impact on currency and stock mar-
ket developments than standard macroeconomic
variables (Johnson and others, 2000).

Against this background, this essay looks at
trends in corporate performance across 18
emerging market economies over the period
1992-2000.34 In contrast with some previous
work on the topic, this essay uses a more updated
firm-level data set and considers a broader array
of factors that may help explain main differences
in corporate capital structure and performance
across emerging markets. The two main issues to
be addressed are the following.3®
® How does corporate health vary across emerg-

ing market economies and regions? In particu-

lar, are east Asian firms financially more
vulnerable than their emerging Furopean and

Latin American counterparts?

* How are differences in corporate performance
related to institutional, macroeconomic, and
sector- or firm-specific characteristics of coun-
tries or regions? And are these differences
diminishing as a result of financial develop-
ment and greater integration with the world

economy?

Assessing Corporate Health in Emerging Markets

In assessing corporate health, three sets of indi-
cators are considered. The first comprises stan-
dard leverage measures, such as the ratios of debt
to assets, debt to net capital stock, and debt to the
market value of equity.?¢ Since a highly leveraged
corporate sector faces greater bankruptcy risks
and higher monitoring costs that induces man-
agers to pass up on otherwise profitable invest-
ment projects (Myers, 1977), increasing the risk
of deeper recessions and slower recoveries
(Bernanke, 1983; Calomiris, Orphanides, and
Sharpe, 1994; Sharpe, 1994), it is clearly impor-
tant to monitor leverage carefully.

The second set of corporate health indicators
encompasses the so-called “interest coverage”
(the ratio of earnings before interest and taxes
to interest expenses)—a yardstick to gauge the
risk that the firm will not be able to honor debt
payments—together with measures of the firm’s
liquidity position, such as the ratios of short-term
debt to total debt and of liquid assets to total
assets, which capture some of the roll-over risk
associated with the accumulation of short-term

32The main authors of this essay are Luis Catao and Hali Edison; Bennett Sutton provided research assistance.

33The literature on the links between corporate leverage and the Asian financial crisis is vast, but see Radelet and Sachs
(1998); Corsetti, Pesenti, and Roubini (1998); Krugman (1999); and Lane and others (1999) for some of the more repre-
sentative views.

3The data set spans 3,538 publicly traded nonfinancial firms. Altogether these firms account for about 60 percent of the
stock market capitalization for this set of countries according to the IFC yearbook. As is usual with firm-level data, the rep-
resentativeness of the sample varies across countries and is lower in earlier years (1992-94). Coverage peaks at above 80
percent for Argentina, the Czech Republic, Hungary, Korea, and Mexico in 1999, from a low of 36 percent for South
Africa and 8 percent for China. Averaging over 1992-2000, no country has less than 50 percent of its stock market capital-
ization represented in the data, with the exception of China, whose average representation is 20 percent.

3Data on nontraded companies are not available. Since the sample of firms under consideration represent traded com-
panies, it is likely that there is a sampling bias. Specifically, it is expected that there is an upward bias in the assessment of
corporate health, owing to the fact that nontraded firms tend to be smaller and less subject to monitoring.

36The analysis does not distinguish between bank debt and bond debt. In these emerging markets, corporate bond mar-
kets are usually thin and hence most of the debt reported tends to be bank debt. Another important dimension of debt
leverage in emerging markets is the size of foreign currency—denominated debt and the possibility of significant currency
mismatches between assets and liabilities. Unfortunately, however, comprehensive data on the currency denomination of
corporate debt is hard to obtain, so this aspect is omitted from the analysis below.
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liabilities.?? In light of the key role that short-
term debt and liquidity may play in financial
crises, it seems important to examine such indi-
cators carefully. The third set of indicators con-
sidered includes two well-known measures of
market valuation and profitability—namely, the
ratio of market to book value of equity (a proxy
for Tobin’s ¢), and the rate of return on assets
(ROA) .38

As can be seen from Figure 2.12, corporate
leverage in emerging market economies has, in
general, been increasing since the early 1990s,
although it declined modestly in emerging mar-
kets in Asia following the crisis. More strikingly,
the level differs considerably across countries and
across regions. While the precise extent of the
increase depends on the specific measure consid-
ered, leverage is generally largest, and has
increased fastest, in Asia, consistent with evi-
dence that high corporate leverage was a major
source of macroeconomic vulnerability behind
the 1997-98 crisis. Within this, however, there are
substantial intraregional differences. This is par-
ticularly the case in Asia, where three of the crisis
countries (Indonesia, Korea, and Thailand) have
been especially leveraged in comparison to other
countries in the region, as well as to their eastern
European and Latin American counterparts.? In

%As in other empirical studies, short-term debt and cur-
rent liabilities are defined here as liabilities with a residual
maturity of up to a year. Another widely used measure is
the so-called “current ratio,” defined as the ratio of cur-
rent assets to current liabilities. It measures the firm’s
capacity to match short-term liabilities with short-term
assets. For the sample of firms considered in this essay, the
current ratio led to results similar to those of other meas-
ures and so was omitted to save space. For a more detailed
discussion of the pros and cons of these various measures
of corporate health, see Brealey and Myers (1998).

380ther measures of valuations, such as the price to
earnings ratio, the dividend payout, and the rate of
return on investment (ROI), were also considered in the
background analysis to this essay but the respective trends
were very similar to those of the other two measures and
so are not reported to save space.

%Leverage in east Asia has also been higher than in
advanced countries on average, especially if one excludes
Japan (Claessens and Djankov, 2000; Begum and
Schumacher, 2001). A useful benchmark is the
unweighted average of debt to asset ratios in the G-7
countries, which stood at some 18 percent in 1998-99

Figure 2.12. Total Debt to Total Assets 1

(Percent)

There are substantial inter- and intraregional differences in corporate leverage.
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Sources: Thomson Financial Worldscope database; and IMF staff estimates.

1Regional and country aggregates represent the median of all firms in the group,
excluding outliers greater than plus/minus three standard deviations.

2China and Taiwan Province of China not shown.



94

CHAPTER Il ESSAYS ON TRADE AND FINANCE

Figure 2.13. Regional Indicators of Corporate Fragility!
(Percent)

Corporate financial indicators vary significantly across regions.
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Sources: Thomson Financial Worldscope database; and IMF staff estimates.

1Regional aggregates represent the median of all firms in the group, excluding outliers
greater than plus/minus three standard deviations.

2Interest coverage is presented here as a simple ratio.

comparison with Asia, intraregional differences
in emerging markets in Europe and Latin
America are much smaller, even though leverage
has increased rapidly in some of these countries
as well, notably in Argentina (including before
the recent crisis) and Turkey.

Turning to the second set of corporate health
indicators, Asian corporates have a higher ratio
of short-term debt to total debt than do Latin
American firms (Figure 2.13), although this is
partly offset by a higher ratio of cash and near
cash to assets. Interest coverage is very similar
in the two regions. The situation in emerging
markets in Europe is rather different; corporates
there have a far higher interest coverage, a some-
what higher share of liquid assets, and—apart
from Turkey—a lower short-term debt ratio.

Market valuation and profitability have
declined since the mid-1990s in all regions, with
the decline being steeper among Asian emerg-
ing market economies. But in contrast to lever-
age—which still reveals considerable differences
across emerging markets, as noted above—there
has been some convergence in market valuation
and profitability indicators, both inter- and
intraregion. This is consistent with the global
trend toward that greater capital market integra-
tion, and the declining importance of country-
specific factors in stock pricing (Baca, Garbe,
and Weiss, 2000; Brooks and Catao, 2000).

In sum, the analysis above suggests that the
various leverage, solvency, liquidity, and prof-
itability indicators are generally weaker in Asian
corporates than in their Latin American and
European emerging market counterparts. Even
though corporate leverage has declined from its
peak during the 1997-98 crisis, reliance on debt
and particularly on short-term debt is distinc-
tively high in east Asia relative to other emerging

based on the same (Worldscope) data source. Using debt
to market capitalization ratios as a benchmark, the con-
trast is even greater because of the sharp increase in
equity prices in G-7 countries from the mid-1990s.
Moreover, in comparison with east Asian economies as
well as with other emerging market economies, leverage
in advanced countries has been quite stable over time
(see Begum and Schumacher, 2001).
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markets. Regarding Latin America, while corpo-
rates in the region are generally less leveraged
than in Asia (and also than in advanced coun-
tries for that matter), debt to equity and debt to
capital stock ratios have increased considerably in
recent years. At the same time, both profitability
and interest coverage have declined, reflecting
both the cyclical slowdown in earnings and rising
borrowing costs faced by the region since 1997.
In the cases of eastern Europe (excluding
Turkey) and South Africa, both trends have been
considerably milder, so overall corporate health
in these countries appears somewhat better.
That said, two important considerations
should be born in mind when deriving implica-
tions from this data to the degree of macro-
economic vulnerability of the different countries/
regions. One is that financial vulnerability is also
a function of macroeconomic circumstances that
are heavily influenced by government policies.
For instance, the fact that the average publicly
traded Latin American corporation relies less on
debt—and particularly on short-term debt—than
its Asian counterpart possibly reflects a more
volatile macroeconomic and policy environment
that makes leverage riskier. The other considera-
tion is that the observed international differ-
ences in leverage and liquidity are also likely to
be a function of institutions, industrial special-
ization, and average firm size, factors that may
increase the desirability of higher leverage and
shorter debt maturities in some circumstances.

This point is elaborated further below.

What Explains Differences in Corporate
Vulnerabilities Across Countries?

From an analytical as well as from a policy per-
spective, one might expect differences in firms’

financing structures to reflect a variety of factors,
including the institutional framework, property
rights, and governance issues; the macroeco-
nomic setting, including overall macroeconomic
performance and the degree of financial devel-
opment and integration with the world econ-
omy; and sector- or firm-specific factors, such as
industrial specialization and average firm size.40
To assess the relative importance of these fac-
tors, the authors have undertaken an economet-
ric analysis relating representative measures
from each of the performance categories
described above to the various institutional,
macroeconomic, and sector-/firm-specific con-
trol variables (Box 2.3).

Institutional factors

One of the key determinants of corporate
financing choices is the existence of “agency
costs,” specifically the ability of investors to
ensure that management will act in their best
interests (Jensen and Meckling, 1976; Myers,
1977). The more difficult this is, the greater will
be the cost of raising finance particularly
through equity offerings.*! Recent studies find
that the magnitude of agency costs depends
importantly on two aspects of a country’s institu-
tional framework (La Porta and others, 1997,
1998). The first aspect is the origin of a coun-
try’s legal system, and in particular whether it is
based on civil law versus common law. In gen-
eral, common law systems feature stricter
enforcement of property rights and investors’
contracts. Correspondingly, agency costs are
expected to be lower than in civil law—based
countries, leading to lower leverage and short-
term debt ratios. Second, the quality of gover-
nance, including corruption, is an important

factor.#? All else being constant, a higher level of

40Firms’ capital structure may also depend on the tax advantages of debt and equity financing. However, Demirgti¢-Kunt
and Maksimovic (1999) suggest that the implicit of different tax systems for the composition of debt and debt maturity are

not clear-cut.

4IThe recent concerns about corporate governance in the United States, and their effects on the stock market, provide a

vivid illustration of this point.

#The second institutional factor is the extent of corruption in the public administration. A working definition of corrup-
tion put forward by the International Country Risk Guide (ICRG) is based, among other things, on the length of time a
government remains in power. An alternative corruption variable developed by the World Bank was also considered and it

pointed to a similar ranking of countries.
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Figure 2.14. Institutional Factors1
(Percent)

Institutional factors play an important role in firms' financing patterns. Firms in
common law countries and firms in countries with good governance tend to have
lower leverage, significantly lower short-term debt ratios, and moderately higher
return on assets.
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Sources: International Country Risk Guide (ICRG); La Porta and others (1998); Thomson
Finanical Worldscope database; and IMF staff estimates.

1Group aggregates represent the median of all firms in the group, excluding outliers
greater than plus/minus three standard deviations.

2|egal system is defined using La Porta and others (1998). Common law countries
include India, Malaysia, South Africa, and Thailand. Civil law countries include Argentina,
Brazil, Chile, China, Czech Republic, Hungary, Indonesia, Korea, Mexico, the Philippines,
Poland, Russia, Turkey, and Taiwan Province of China.

3Corruption is defined using the ICRG definition, which rates the risks of corruption based
on the length of time that a government has been in power. The high risk countries include
Indonesia, India, Russia, Thailand, and Turkey. The moderate group includes Argentina,
Brazil, Chile, China, Korea, Malaysia, Mexico, the Philippines, and Taiwan Province of China.
The low risk group includes Czech Republic, Hungary, Poland, and South Africa.

Table 2.6. Institutional Factors and Corporate
Vulnerabilities
(Percentage point change from baseline)

Legal System: Corruption:

Move from Civil Move from

to Common High to Low
Debt/total assets -1.3 -171
Short-term debt/total debt -6.7 -14
Return on assets 1.4 1.7

Source: IMF staff estimates.

Note: The baseline is constructed to represent a hypothetical firm
with the following characteristics: a small firm, in the general indus-
try sector, in a country with low financial development, low degree
of integration, high level of corruption, and a civil-law legal system.

corruption should be expected to result in
higher agency costs and thus in a more intensive
use of instruments—such as debt and short-term
debt—that facilitate outside monitoring and
control of managerial performance. Evidence
provided in Figure 2.14 is broadly consistent
with these associations.

The authors’ econometric analysis corrobo-
rates the findings by La Porta and others that
institutional factors play an important role in
firms’ financing patterns once one controls for
the effects of other variables. Firms in countries
with common law systems have modestly lower
leverage, significantly lower short-term debt
ratios, and a higher return on assets (Table 2.6).
Similar results were found for governance, par-
ticularly with respect to leverage and the return
on assets.

Macroeconomic factors

Corporate financing choices appear to be sig-
nificantly affected by the level of a country’s
financial development (Demirglic-Kunt and
Maksimovic, 1999; Levine, 2001). Countries with
more developed financial sectors offer more
opportunities for firms to tap outside finance,
including equity offerings and longer-term debt.
Consequently, leverage is likely to be lower, while
debt maturity and interest coverage should be
higher.#® Regarding profitability, as rates of

Bt is important to acknowledge, however, that the
impact of higher financial development on the debt to
equity ratio is not entirely clear-cut (Harris and Raviv,
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Table 2.7. Macroeconomic Factors and
Corporate Vulnerabilities
(Percentage point change from baseline)

Financial Development  Openness

Move from Move from Move from
low to moderate  closed to
high to high open

Debt/total assets 7.5 -1.1 -8.5
Short-term debt/total debt  —6.3 10.2 -44
Return on assets -0.8 -0.6 0.2

Source: IMF staff estimates.

Note: The baseline is constructed to represent a hypothetical firm
with the following characteristics: a small firm, in the general indus-
try sector, in a country with low financial development, low degree
of integration, high level of corruption, and a civil-law legal system.

return on capital tend to be higher in capital-
scarce countries, which are usually the ones with
lower levels of financial development, the return
on assets should be lower in countries with high
levels of financial development. Evidence pro-
vided in Figure 2.15 is broadly consistent with
these associations.**

The authors’ econometric analysis confirms
that the level of financial development matters,
as other studies have also found (Levine, 2001).
However, there is evidence that the relationship
is nonlinear (Table 2.7). Specifically, the follow-
ing is found.
® Leverage increases as countries become moderately

financially developed, but then declines. Firms in

more financially developed economies tend to
have slightly lower leverage than those in

1991; Rajan and Zingales, 1995). On the one hand,
higher market capitalization facilitates equity issuance,
thus helping reduce leverage. On the other hand, since
countries with highly developed stock markets also tend
to have more developed debt markets, long-term debt is
cheaper so that firms may prefer long-term debt to equity.
Such a preference for debt relative to equity is what the
“pecking order” theory of investment financing would
predict (Myers, 1984; Fazzari, Hubbard, and Petersen,
1988). Ultimately, which effect predominates will depend
on firms’ capacity to substitute equity for short-term debt
and is largely an empirical issue.

“Financial development is measured by the ratio of pri-
vate credit plus stock market capitalization to GDP, and
dividing the sample into three categories, where “high
financial development” accounts for the top 25 percent
and “low financial development” for the bottom 25 per-
cent of countries.

Figure 2.15. Macroeconomic Factors?
(Percent)

Corporate financing choices are significantly affected by the degree of financial
development and the degree of integration with world capital markets.
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Sources: Edison and Warnock (2001); IMF, International Financial Statistics; Standard &
Poors Emerging Market Database; and Thomson Financial Worldscope database.

1Group aggregates represent the median of all firms in the group, excluding outliers
greater than plus/minus three standard deviations.

2Financial development is defined using Levine (2001) as the sum of total private credit to
GDP and market capitalization to GDP ratios. Low development include Argentina, Hungary,
Poland, Russia, and Turkey. The medium group includes Brazil, China, Czech Republic,
India, Indonesia, Korea, Mexico, and the Philippines. The high development group includes
Chile, Malaysia, South Africa, Taiwan Province of China, and Thailand.

30penness is defined using Edison and Warnock (2001) as one minus the percent of
shares that may not be purchased by foreign investors as captured in the ratio of IFC
Investable Index to IFC Global Index. The very open category includes Argentina, Mexico,
Poland, South Africa, and Turkey. The moderate group includes Brazil, Chile, Czech
Republic, Hungary, Indonesia, Malaysia, the Philippines, Russia, and Thailand. The very
closed group includes China, India, Korea, and Taiwan Province of China.
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Box 2.3. Cross-Gountry Determinants of Capital Structure

In light of the growing interest in corporate vul-
nerabilities, a thriving literature has developed to
explain cross-country differences in debt leverage
and other indicators of firms’ capital structure. An
earlier but still influential view is that legal systems
and differences associated with the enforcement of
property rights have a key bearing on countries’
financial structure and on the way risk is shared
between lenders and borrowers, thus helping shape
the financial structure of domestic firms (La Porta
and others, 1997, 1998). More recent work, how-
ever, suggests that firms can find ways to bypass the
deficiencies of a country’s legal system and provide
investors with firmer contractual guarantees—for
instance through the issuing of American
Depository Receipts (ADRs) or other evidence of
sound accounting practices (Mitton, 2002).
Moreover, a variety of other factors not fully cap-
tured by differences in legal systems and property
rights enforcement have also been found to be
important, including the stage of a country’s finan-
cial development, its macroeconomic performance,
and average firm size (Demirgiic-Kunt and
Maksimovic, 1999; Claessens and Djankov, 2000).
Thus, it seems important to consider a broad set of
factors when trying to explain cross-country differ-
ences in corporate vulnerabilities.

In light of these considerations, the authors
undertook an econometric analysis of the determi-
nants of cross-country differences in firms’ capital
structure, taking into account a broader set of
explanatory variables and a more updated data set
than previous studies. As usual in the literature,
corporate capital structure is defined in terms of
four standard indicators—the ratios of debt to the
market value of equity, debt to the book value of
assets, short-term debt to total debt, and the rate
of return on assets. Using firm-level data for 18
emerging market economies spanning 3,538 non-
financial firms over 1992-2000, the authors’
regression analysis includes the various institu-
tional, macroeconomic, and sector- and firm-
specific factors featured in the above-mentioned
studies, plus two other factors that have been
somewhat overlooked in the literature.

The first additional factor is sectoral specializa-
tion—that is, the fact that some emerging market
economies specialize in sectors that have a distinc-

Note: The main authors of this box are Luis Catao and
Hali Edison.

tive capital structure owing to technological or
other structural factors; this is the case, for
instance, of the IT firms. Accordingly, an appropri-
ate sectoral breakdown based on the FTSE indus-
trial classification is used to bring to bear those
differences in sectoral specialization across
economies.

The second additional factor is openness to
world capital markets. In this connection, the
authors’ analysis uses a new measure of openness to
world capital markets that takes into account
country-specific restrictions on purchase of equities
(see the main text). To the extent that such restric-
tions differ significantly across countries and sec-
tors and influence firms’ capacity to tap external
finance, one would expect them to be reflected in
capital structure.

The results of the respective OLS regressions,
reported in the table, are discussed in detail in the
main text. All regressions were estimated using
time dummies (since the focus is on cross-sectional
variations) and the standard White heteroscedastic-
ity correction procedure to produce robust stan-
dard errors. As indicated by the R? statistics at the
bottom of the table, all regressions have a fit that is
low relative to those usually obtained with macro
data but reasonable for such a large international
cross section of individual firm data. More impor-
tantly, nearly all the ¢statistics underneath each
coefficient indicate that the respective explanatory
variables are statistically significant, with signs that
are generally consistent with the theoretical priors
(see the main text for specifics).!

Overall, the results clearly support the view that
institutions matter (as emphasized by La Porta and
others) together with sectoral specialization and
firm size. But they also highlight the importance of
two other sets of factors. First, financial crises tend
to significantly increase debt leverage, over and
above their effects on the respective countries’

IAs can also be seen from the table, the marginal effects
of the various control variables on firms’ capital structure
vary considerably between the two leverage equations
(debt to equity and debt to asset ratios). This is to be
expected, since the much higher coefficients and lowered
R? obtained for the debt to market value of equity regres-
sion reflect the fact that, unlike the debt to asset ratio
(which is typically bound between zero and one), debt to
equity ratios can vary widely (between zero and very large
positive numbers) and tend to be far more volatile, as the
market value of equity fluctuates with stock prices.
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Summary of Empirical Results, 1992-20001

Dependent Variables Dependent Variables
Short- Short-
term Return term Return
Debtto Debtto  debtto on Debt to Debtto  debt to on
Explanatory Variables equity  assets  total debt assets  Explanatory Variables equity assets  total debt  assets
Institutions Size”
Legal system? Small 273.81 6.23 15.41 -7.19
Civil law 33.36 1.28 672  -1.36 (1345  (11.17)  (19.83) (-10.33)
(3.33) (2.47) (9.69) (-5.03) Moderate/small 135.35 4.44 13.89 -4.69
(5.67)  (9.05) (19.36) (-9.34)
Corruption3 Moderate 87.20 2.54 11.97 -3.64
High 101.71 17.14 142 -1.74 (5.87)  (5.64) (17.43) (-7.96)
(7.70)  (30.90) (1.40) (-3.49) Moderate/large 46.70 1.55 7.90 -1.85
Moderate 11360  11.08 532  -3.85 (4.80)  (354) (11.67) (-4.37)
(7.00)  (2099)  (5.34) (-826) gt capital stock to 1.92 015 -032  -0.07
Macroeconomic factors total assets (6.38) (18.78) (—28.91) (-10.87)
Financial development4 Time effects8
Low -38.39 —7.47 6.34 0.82 1993 —24.44 1.50 -0.97 3.95
(-2.52) (-10.50)  (5.15)  (1.38) (=270)  (2.16) (-0.84)  (2.04)
Moderate 116.07 114 -10.18 061 1994 —26.47 158 -1.04 110
(8.01)  (2.80) (-16.62)  (2.13) (8.01)  (233) (-0.92) (-0.81)
1995 -11.13 1.20 -0.07 -0.62
Openness® (-1.32)  (1.85) (-0.07) (-0.51)
Low 124.11 8.48 4.41 -0.20 1996 3.71 1.80 -1.95 -0.05
(717)  (15.96)  (4.83) (-0.40) (045)  (2.82) (-1.84) (-0.05)
Moderate 62.83 2.74 10.87 -0.16 1997 156.49 4.07 -1.69 -1.80
(5.02)  (6.05) (12.70) (-0.36) (12.09)  (6.14) (-1.61) (-1.42)
Real GDP growth 1643 070 006 041 9% feat 4t s 13
(1127) (-1392) (-090) (10.22) ) () )
: ’ : : 1999 132.91 3.30 -2.17 -1.39
, (9.39) (4.82) (-2.09) (-1.08)
Eg;'t'o'ra:ftf‘i’ﬁ:ﬂom 2000 26620 470 -127  -2.20
Utilities 9795 653 -1981  1.07 (852)  (646) (-1.21) (-1.79)
(-157)  (-7.30) (-15.02)  (1.08)  Memorandum
Information -94.92 -4.33 -5.86 4.03 R2 0.062 0.178 0.170 0.208
Technology (-4.85)  (-5.42) (-4.99)  (3.45)  Number of observations 18,205 19,441 18,189 16,432

Sources: Edison and Warnock (2001); La Porta and others (1997, 1998); International Finance Corporation; IMF, /nternational Financial
Statistics; PRS Group; Thomson Financial Worldscope database; and IMF staff calculations.

1Countries include Argentina, Brazil, Chile, China, Czech Republic, Hungary, India, Indonesia, Korea, Malaysia, Mexico, the Philippines, Poland,
Russia, South Africa, Taiwan Province of China, Thailand, and Turkey. Dependent variable outliers greater than plus/minus three standard devia-
tions removed except for debt to equity for which outliers greater and plus/minus two standard deviations were removed.

2Dummy variables based on data from La Porta and others (1997, 1998) results are relative to common law countries.

3Dummy variables based on data from PRS Group, results are relative to low corruption countries.

4Financial development is measured as the sum of a country’s private credit and national market capitalization to GDP. Dummy variables are
based on three groups of countries: the 25 percent of countries with the lowest average financial development ratio, the middle 50 percent, and
the top 25 percent. Results are relative to the top 25 percent.

SDummy variables based on data from Edison and Warnock (2001); results are relative to countries that are very open to foreign investment.

6Dummy variable; results are relative to firms in the general industries sector.

7Dummy variable; results are relative to 20 percent of firms that have the highest average market capitalization over the period 1992-2000.

8Dummy variable; results are relative to 1992.

macroeconomic performance. This can be seen (real GDP growth) in the regressions. Second,
from the table, which shows that the time dummies openness and financial development do play a

for the period 1997 onward are both positive and major role in the determination of leverage and
highly statistically significant, despite the inclusion debt maturity structure, over and above the effects
of a key macroeconomic performance variable of legal systems and corruption.
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moderately developed economies, but firms in

economies that are the least financially devel-

oped tend to be the least leveraged, presum-
ably reflecting borrowing constraints that
force these firms to build equity through
retained earnings. Such an inverted U-shaped
response of leverage to financial development
may reflect the end of financial repression,
which allows firms to resort more widely to
bank credit in the transition stage from low to
moderate levels of financial development,
which is then typically followed by more open
access to equity markets (in the transition
from moderate to high levels of financial
development).

® Differences in short-term debt ratios also vary by
level of financial development. As expected, short-
term debt ratios are the highest in financially
less developed economies, reflecting the fact
that long-term debt instruments require
deeper and more sophisticated credit markets.

But corporates in countries at intermediate

levels of financial development (such as some

economies in Latin America) display lower
short-term debt ratios than corporates in
financially more advanced economies, appar-
ently owing to more intensive use of longer-
term bank credit.

® Rates of return on assets are higher in countries with
moderate levels of financial development relative to
more financially developed economies, consistent
with the theoretical considerations discussed
above.

Corporate financing choices are also likely to
be significantly affected by the degree of integra-
tion with world capital markets, as such integra-
tion helps diversify firms’ financing choices
(Schmukler and Vesperoni, 2001). Openness is
measured by the restrictions on foreign owner-
ship of domestic equity, using the Edison-
Warnock measure.# It is anticipated that

openness will generally be associated with lower

corporate vulnerability and lower returns on

assets (Figure 2.15).

The empirical results in Table 2.7 for open-
ness are clear-cut and indicate the following.

e With greater access to longer-term external
borrowing and equity financing, firms in
economies that are more open to foreign investors
tend to be less leveraged. For instance, the move
from relatively closed economy to relatively
open economy would lead to a large decline
in leverage, as expected.

® As also expected, more highly open economies tend
to display lower short-term debt ratios, as a move
from closed to open is associated with a
decline in this ratio. Regarding the return on
assets, the impact is positive but very small and
is statistically insignificant (see Box 2.3).

Sector- and firm-specific factors

Although sectoral specialization has been
largely overlooked in the recent literature on
capital structure, it clearly has an important
role. For instance, utilities and basic industries
that have heavily capital-intensive technologies,
slow but stable sales growth, and long maturity
assets rely more on long-term debt, as opposed
to short-term debt or equity financing (Morris,
1976; Myers, 1977; Barclay and Smith, 1995).
In contrast, IT firms, which have high but
less stable demand growth and low ratios of
physical capital to assets, are probably better
off financing themselves through retained
earnings or equity. Thus, countries where the
corporate sector is dominated by utility and
basic industries will tend to display higher
ratios of debt to the market capitalization, a
lower rate of short-term debt to equity, and
lower profitability, whereas countries with a
larger high-tech sector are likely to display a
lower rate of tangible capital to assets, higher

Specifically, the Edison-Warnock index is constructed as one minus the ratio of the IFC investable index to the IFC
global index, where a score of zero means that all shares may be purchased by foreigners so that the market can be consid-
ered as completely open, and a score of one implies that the market is completely closed to foreigners. For details, see
Edison and Warnock (2001). Using this information, the sample is divided into three subgroups, where the “very open”
represents the top 25 percent and “very closed,” the bottom 25 percent.
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Table 2.8. Sector- and Firm-Specific Factors and Corporate Vulnerabilities

(Percentage point change from baseline)

Sector

Size

Move from general
industry to IT

Move from general
industry to utilities

Move from small Move from
to moderate moderate to large

Debt/total assets -4.3
Short-term debt/total debt -59
Return on assets 4.0

-6.5 =-3.7 -2.5
-19.8 -3.4 -12.0
1.1 3.5 3.6

Source: IMF staff estimates.

Note: The baseline is constructed to represent a hypothetical firm with the following characteristics: a small firm, in the general industry sec-
tor, in a country with low financial development, low degree of integration, high level of corruption, and a civil-law legal system.

stock market capitalization, and higher return
on assets.

The empirical evidence confirms some of these
prior expectations (Table 2.8). In particular:
¢ IT firms have lower leverage and a much

higher return on assets; and
e utilities have much lower short-term debt

ratios, slightly higher returns on assets than
general industry (likely reflecting the effects
of the various privatization programs in the
1990s on the efficiency of formerly state-
owned large firms in the sector), and signifi-
cantly lower returns than IT.

Correspondingly, corporate vulnerability indi-
cators may be importantly affected by a country’s
or region’s industrial structure. While utility
firms account for a substantial share of stock
market capitalization in nearly all countries,
their weight is clearly highest in Latin America
and emerging markets in Europe (Table 2.9);
the same applies to resource-based industries.*6
In contrast, the weight of the IT sector is sub-
stantially higher in Asia. Asia also has a bigger
share of cyclical consumer goods and general
industries, which comprise technology-intensive
non-IT electronics.

A second important factor is firm size.4” Since
larger firms tend to be financially more resilient,
they are less likely to go bankrupt, and conse-
quently can manage higher levels of leverage.
On the other hand, however, agency problems
are often less binding in larger and well-

established firms, which works in the opposition

direction (as discussed above). In addition, the

evidence for G-7 countries is mixed, which is
consistent with the theoretical ambiguities of
these effects (Rajan and Zingales, 1995). Table

2.8 shows that for emerging market economies

the results are more clear-cut.

o Smaller emerging market firms tend to be more
highly leveraged. As the size of the firm
increases, the ratio of debt to total assets
drops, which is consistent with the hypothesis
that small firms have more restricted access to
equity markets. Smaller firms also tend to rely
proportionately more on short-term debt than
larger firms.

o Smaller emerging market firms tend to have lower
returns on assets, relative to larger firms. While
this result appears to be at variance with Fama
and French’s (1992) well-known finding of
higher excess returns for small capitalized
firms in the United States, it is consistent with
more recent evidence for several countries
(Lamont, Polk, and Saa-Requejo, 1997; Brooks
and Catao, 2000).

Looking across regions, the average firm size
Latin America is far higher than elsewhere
(Table 2.10), regardless of whether size is meas-
ured by average market capitalization or the
book value of assets. This may partly explain the
generally lower leverage and reduced reliance
on short-term debt observed for Latin American

firms relative to Asian firms, since large resource

46The figure for Mexico should not be considered as representative, in that the large oil company PEMEX is not

included in the sample since its shares are not publicly traded.

47Firm size is measured as the ratio of its stock market capitalization to global emerging market capitalization.
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Table 2.9. Sectoral Composition by Countries
(Percent of country/regional stock market capitalization)!

Cyclical
Basic Consumer
Industries Construction  Goods

Other

General IT Consumer
Industries Technology Goods  Resources Services Utilities

Emerging markets in Asia

China 10.5 6.4 9.6
Indonesia 7.4 6.4 31.6
India 10.8 1.4 10.2
Korea 41 2.2 8.7
Malaysia 2.9 7.9 6.9
Philippines 1.1 2.3 0.3
Thailand 6.9 14.2 1.6
Taiwan 141 2.9 5.8
Average 7.2 5.5 9.3

Emerging markets in Europe
and South Africa

Gzech Republic 2.5 2.5 4.6
Hungary 71 0.3 1.7
Poland 9.3 2.2 2.1
Russia 4.0 — 0.2
Turkey 12.9 7.7 19.7
South Africa 33.2 0.9 2.6
Average 11.5 2.2 5.1
Latin America
Argentina 6.3 3.9 3.0
Brazil 10.7 1.0 1.6
Chile 8.0 3.8 1.4
Mexico 6.9 11.2 0.1
Average 8.0 5.0 1.5

16.3 2.9 1.8 25.2 17.2 10.3
5.2 0.2 15.5 1.7 1.7 20.3
5.4 23.9 20.8 11.5 7.3 8.7

25.3 6.9 3.7 2.5 5.1 414

13.5 2.9 7.5 1.3 21.3 35.8

21.7 1.4 22.1 3.5 13.7 34.0
1.4 11.6 4.7 8.1 20.6 31.0

11.0 58.2 1.8 — 5.0 1.2

12.5 13.5 9.7 6.7 127 229
04 0.1 2.1 4.6 11.4 7.9
0.5 0.5 13.9 15.5 41 56.5
6.0 6.0 45 12.7 7.1 50.0
— — 0.1 74.4 0.2 21.2

12.5 17 2.0 19.4 24.3 —
8.4 4.8 3.5 8.2 30.9 7.6
4.6 2.2 4.3 22.5 13.0 345

10.8 — 1.9 35.8 0.8 37.6
4.8 0.8 2.8 23.8 12.7 4.7
1.8 — 12.1 11.2 18.3 435
6.0 — 15.3 — 25.7 34.8
5.9 0.2 8.0 17.7 144 394

Sources: Thomson Financial Worldscope database; and IMF staff estimates.

11999-2000 averages. Rows total 100 percent.

and utility firms in Latin America are probably
better equipped financially to issue equities and
borrow long term from international capital
markets. Likewise, the size factor may also
account for the marked differences in short-term
indebtedness between Latin America and east-
ern European/South African firms, although the
fact that the latter display lower leverage than
the former suggests that other factors, besides
size, are also at play.

Conclusions and Policy Implications

Trends in corporate health indicators across
emerging markets point to the following “styl-
ized facts.” First, while leverage has generally
increased through the 1990s, some important
cross-country differences remain, with east Asian
corporates appearing particularly highly lever-
aged, even though leverage in the region has

declined somewhat since its peak during the
1997,/98 Asian crisis. Second, reliance on short-
term debt has also been highest (and relatively
stable) in Asia, and lowest in Latin America,
even though corporate debt maturity in some
Latin American countries has been shortening
in recent years. Third, interest coverage, prof-
itability, and market valuation indicators have
trended downward in all emerging markets. In
particular, the ratio of market to book value of
equity (a proxy for Tobin’s g) has more than
halved since the mid-1990s to levels below unity,
thus reducing vulnerability to sharp corrections
in market valuations, but also pointing to a
expected slowdown in earnings growth in the
period ahead.

As described above, these trends and cross-
country differences in corporate indicators
reflect a variety of country-specific institutional

and macroeconomic factors, as well as industrial
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Table 2.10. Measures of Sample Size, 19991

Total Market

Average Market

Number of Firms

Capitalization

Average Assets

Country Capitalization Total Assets
Emerging markets in Asia
China 26,984 58,564
India 85,464 121,519
Indonesia 36,653 46,556
Korea 259,022 575,441
Malaysia 81,220 135,156
Philippines 21,833 36,663
Taiwan 284,506 182,543
Thailand 33,781 60,963
Total 829,462 1,217,405
Emerging markets in Europe
and South Africa
Gzech Republic 11,480 24,529
Hungary 14,112 10,109
Poland 18,639 18,974
Russia 29,229 90,368
South Africa 93,177 93,639
Turkey 66,732 43,857
Total 233,371 281,477
Latin America
Argentina 76,822 56,033
Brazil 184,058 327,832
Chile 50,216 93,241
Mexico 144,740 168,216
Total 455,836 645,322

115 234.6 509.3
294 290.7 413.3
119 308.0 391.2
573 452.0 1,004.3
322 252.2 419.7
74 295.0 495.4
217 1,311.1 841.2
185 182.6 329.5
1,899 436.8 641.1
55 208.7 446.0
38 371.4 266.0
54 345.2 351.4
23 1,270.8 3,929.0
377 247.2 248.4
65 1,026.7 674.7
612 381.3 459.9
51 1,506.3 1,098.7
255 721.8 1,285.6
124 405.0 751.9
104 1,391.7 1,617.5
534 853.6 1,208.5

Sources: Thomson Financial Worldscope database; and IMF staff estimates.
1Table portrays representative sample of all firms studied. Only firms that had observations for both market capitalization and total assets in

1999 are included.

specialization and firm size, with the following
key policy implications. First, policies that pro-
mote domestic financial development generally
have a positive impact on corporate health.
However, the transition from low to intermedi-
ary levels of financial development is often
accompanied by a substantial increase in lever-
age, reflecting the fact that greater availability of
bank credit tends to find its way into domestic
corporate borrowing. For instance, higher finan-
cial development in Asia relative to low levels in
many Latin American countries explains some of
the higher corporate leverage observed in the
Asian region. This underscores the need both
for careful policy monitoring at that stage—
including in the context of IMF surveillance—
and concomitant efforts to strengthen financial
institutions and supervision.

Second, policies that promote openness to
foreign investors have a positive effect on emerg-
ing market corporate health in terms of helping

reduce their leverage and extend their debt
maturity. Again, this point helps to explain some
of the differences in the regional groups consid-
ered. In particular, lower openness in some
Asian emerging market economies appears to be
directly related to greater reliance on domestic
debt. Although these benefits may come at the
cost of potential currency mismatches between
assets and liabilities (if the firm has its revenues
denominated in domestic currency while bor-
rowing abroad in foreign currency), whether this
cost outweighs those other benefits is a question
that is not examined here owing to the lack of
data on debt currency denomination.

Third, institutions matter, particularly regard-
ing corruption, which tends to increase leverage
and reliance on short-term debt, and lower prof-
itability. This finding is not new, but the fact that
it holds for a broad sample of emerging market
economies and more recent data reinforces the
received wisdom. So, policy reforms that help
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promote institutional transparency are clearly

important.

References

Anderson, James E., 1998, “The Uruguay Round and
Welfare in Some Distorted Agricultural
Economies,” Journal of Development Economics, Vol. 56
(August), pp. 393—-410.

, and Eric van Wincoop, 2001, “Gravity with

Gravitas: A Solution to the Border Puzzle,” NBER

Working Paper No. 8079 (Cambridge,

Massachusetts: National Bureau of Economic

Research).

Anderson, Kym, 2002, “Agricultural Trade
Liberalization: Implications for Indian Ocean Rim
Countries” (Adelaide, Australia: Centre for
International Economic Studies, University of
Adelaide). Available via the Internet: www.adelaide.
edu.au/cies/aglib.pdf.

, and Rod Tyers, 1993, “More on Welfare Gains

to Developing Countries From Liberalizing World

Food Trade,” Journal of Agricultural Economics, Vol.
44 (May), pp. 189-204.

Anderson, Kym, Betina Dimaranan, Joseph Francois,
Tom Hertel, Bernard Hoekman, and Will Martin,
2001, “The Cost of Rich (and Poor) Country
Protection to Developing Countries,” Journal of
African Economies, Vol. 10, No. 3, pp. 227-57.

Baca, Sean P., Brian Garbe, and Richard A. Weiss,
2000, “The Rise of Sector Effects in Major Equity
Markets,” Financial Analysts Journal, Vol. 56
(September/October), pp. 35-40.

Barclay, Michael J., and Clifford W. Smith Jr., 1995,
“The Maturity Structure of Corporate Debt,” Journal
of Finance, Vol. 50 (June), pp. 609-31.

Begum, Jahanara, and Liliana Schumacher, 2001,
“International Comparison of Corporate Leverage,”
IMF MAE Technical Note 01/02 (Washington:
International Monetary Fund).

Bernanke, Ben, 1983, “Nonmonetary Effects of the
Financial Crisis in the Propagation of the Great
Depression,” American Economic Review, Vol. 73,
No. 3, pp. 257-76.

Bertaut, Carol C., 2002, “Equity Prices, Household
Wealth, and Consumption Growth in Foreign
Industrial Countries: Wealth Effects in the 1990s,”
International Finance Discussion Paper No. 724
(Washington: Board of Governors of the Federal
Reserve System).

Brealey, Richard, and Stewart C. Myers, 1998, Principles
of Corporate Finance (New York: McGraw-Hill).

Brooks, Robin, and Luis Catao, 2000, “The New
Economy and Global Stock Returns,” IMF Working
Paper 00/216 (Washington: International Monetary
Fund).

Calomiris, Charles W., Athanasios Orphanides, and
Steven A. Sharpe, 1994, “Leverage as a State
Variable for Employment, Inventory Accumulation
and Fixed Investment,” NBER Working Paper No.
4800 (Cambridge, Massachusetts: National Bureau
of Economic Research).

Calvo, Guillermo A., Leonardo Leiderman, and
Carmen M. Reinhart, 1993, “Capital Inflows and
Real Exchange Rate Appreciation in Latin America:
The Role of External Factors,” Staff Papers,
International Monetary Fund, Vol. 40 (March),
pp. 108-51.

Cernat, Lucian, Sam Laird, and Alessandro Turrini,
2002, “Back to Basics: Market Access Issues in the
Doha Agenda,” paper presented at the United
Nations Conference on Trade and Development
(UNCTAD), Geneva. Available via the Internet:
www.unctad.org/p166/modules/mod5/
Back%20to%20basics.pdf.

Choudhri, Ehsan, and Dalia Hakura, 2001, “Exchange
Rate Pass-Through to Domestic Prices: Does the
Inflationary Environment Matter?” IMF Working
Paper 01/194 (Washington: International Monetary
Fund).

Claessens, Stijn, and Simeon Djankov, 2000, “Publicly
Listed East Asian Corporates: Growth, Financing,
and Risks,” in Asian Corporate Recovery: Findings
From Firm-Level Surveys in Five Countries, ed. by
Dominique Dwor-Frecaut, Francis X. Colaco, and
Mary Hallward-Driemeier (Washington: World
Bank).

Cooper, Richard N., 2001, “Is the U.S. Current
Account Deficit Sustainable? Will It Be Sustained?”
Brookings Papers on Economic Activity: 1, Brookings
Institution, pp. 217-26.

Corsetti, Gian Carlo, Paolo Pesenti, and Nouriel
Roubini, 1998, “What Causes the Asian Currency
and Financial Crises? Part I: A Macroeconomic
Overview,” NBER Working Paper No. 6833
(Cambridge, Massachusetts: National Bureau of
Economic Research).

Demirgtic-Kunt, Asli, and Vojislav Maksimovic, 1999,
“Institutions, Financial Markets, and Firm Debt
Maturity,” Journal of Financial Economics, Vol. 54
(December), pp. 295-336.



Dornbusch, Rudiger, and Jeffrey Frankel, 1987, “Macro-
economics and Protection,” in U.S. Trade Policies in a
Changing World Economy, ed. by Robert Mitchell Stern
(Cambridge, Massachusetts: MIT Press).

Edison, Hali J., and Francis E. Warnock, 2001, “A
Simple Measure of the Intensity of Capital
Controls,” IMF Working Paper 01/180
(Washington: International Monetary Fund).

Edwards, Sebastian, 1996, “Why Are Latin America’s
Savings Rates So Low? An International
Comparative Analysis,” Journal of Development
Economics, Vol. 51 (October), pp. 5—44.

, 2001, “Does the Current Account Matter?”

NBER Working Paper No. 8275 (Cambridge,

Massachusetts: National Bureau of Economic

Research).

Eiteljérge, Uwe, and Clinton Shiells, 1995, “The
Uruguay Round and Net Food Importers,” IMF
Working Paper 95/143 (Washington: International
Monetary Fund).

Engel, Charles, 2002, “Expenditure Switching and
Exchange Rate Policy,” in NBER Macroeconomics
Annual 2002, ed. by Mark Gertler and Kenneth
Rogoff (Cambridge, Massachusetts: MIT Press).

Fama, Eugene F., and Kenneth R. French, 1992, “The

Cross-Section of Expected Stock Returns,” Journal of

Finance, Vol. 47 (June), pp. 427-65.

Fazzari, Steven M., R. Glenn Hubbard, and Bruce C.
Petersen, 1988, “Financing Constraints and
Corporate Investment,” Brookings Papers on Economic
Activity: 1, Brookings Institution, pp. 141-95.

Food and Agricultural Organization of the United
Nations (FAO), 2002, Database on agriculture and
food trade. Available via the Internet:
http:/ /apps.fao.org/page/collections.

Francois, Joseph, Bradley McDonald, and Hakan
Nordstrom, 1996, “The Uruguay Round: A
Numerically Based Qualitative Assessment,” in The
Uruguay Round and the Developing Countries, ed. by
Will Martin and L. Alan Winters (Cambridge:
Cambridge University Press).

Freund, Caroline L., 2000, “Current Account
Adjustment in Industrialized Countries,”
International Finance Discussion Paper, No. 692
(Washington: Board of Governors of the Federal
Reserve System).

Gagnon, Joseph E., and Jane Ihrig, 2001, “Monetary
Policy and Exchange Rate Pass-Through,”
International Finance Discussion Paper No. 704
(Washington: Board of Governors of the Federal
Reserve System).

REFERENCES

Goldberger, Arthur, 1991, A Course in Econometrics
(Cambridge, Massachusetts: Harvard University
Press).

Harris, Milton, and Artur Raviv, 1991, “The Theory of
Capital Structure,” Journal of Finance, Vol. 46
(March), pp. 297-355.

Harrison, Glenn, Tom Rutherford, and David Tarr,
1997, “Quantifying the Uruguay Round,” in The
Uruguay Round and the Developing Countries, ed. by
Will Martin and L. Alan Winters (Cambridge:
Cambridge University Press).

Hertel, Thomas W., ed., 1997, Global Trade Analysis:
Modeling and Applications (Cambridge: Cambridge
University Press).

Hervey, Jack L., and Loula Merkel, 2000, “A Record
Current Account Deficit: Causes and Implications,”
Economic Perspectives, Vol. 24, No. 4, pp. 2-13.

Hooper, Peter, Karen Johnson, and Jaime Marquez,
1998, “Trade Elasticities for G-7 Countries,”
International Finance Discussion Paper No. 609

>

(Washington: Board of Governors of the Federal
Reserve System).

International Monetary Fund, 2001, Annual Report of
the IMF Committee on Balance of Payments Statistics
(Washington: IMF).

Jensen, Michael C., and William H. Meckling, 1976,
“Theory of the Firm: Managerial Behavior, Agency
Costs, and Ownership Structure,” Journal of
Financial Economics, Vol. 3 (October), pp. 305-60.

Johnson, Simon, Peter Boone, Alasdair Breach, and
Eric Friedman, 2000, “Corporate Governance in the
Asian Financial Crisis,” Journal of Financial Economics,
Vol. 58 (October/November), pp. 141-86.

Krueger, Anne, and Andrew Berg, 2002, “Trade,
Growth, and Poverty: A Selective Survey,” paper pre-
sented at the Annual World Bank Conference on
Development Economics, Washington, April. Draft
available via the Internet: www.econ.worldbank.org/
files/13377_Berg_and_Krueger.pdf.

Krugman, Paul R., 1989, “Differences in Income Elas-
ticities and Trends in Real Exchange Rates,” European
Economic Review, Vol. 33 (May), pp. 1031-54.

, 1999, “Balance Sheets, the Transfer Problem,

and Financial Crises” (unpublished; Princeton, New

Jersey: Economics Department, Princeton
University).

Lamont, Owens, Christopher Polk, and Jesus Saa-
Requejo, 1997, “Financial Constraints and Stock
Returns,” NBER Working Paper No. 6210
(Cambridge, Massachusetts: National Bureau of
Economic Research).

105



CHAPTER Il ESSAYS ON TRADE AND FINANCE

La Porta, Rafael, Florencio Lopez-de-Silanes, Andrei
Shleifer, and Robert W. Vishny, 1997, “Legal
Determinants of External Finance,” Journal of
Finance, Vol. 52 (July), pp. 1131-50.

, 1998, “Law and Finance,” Journal of Political
Economy, Vol. 106 (December), pp. 1113-55.

Lane, Philip R., and Gian Maria Milesi-Ferretti, 2001,
“Long-Term Capital Movements,” IMF Working

Paper 01/107 (Washington: International Monetary
Fund).

, 2002, “External Wealth, the Trade Balance,
and the Real Exchange Rate,” IMF Working Paper
02/51 (Washington: International Monetary Fund).

Lane, Timothy, Atish Ghosh, Javier Hamann, Steven
Phillips, Marianne Schulze-Ghattas, and Tsidi
Tsikata, 1999, IMF-Supported Programs in Indonesia,
Korea, and Thailand: A Preliminary Assessment, IMF
Occasional Paper No. 178 (Washington:
International Monetary Fund).

Levine, Ross, 2001, “Bank-Based or Market-Based
Financial Systems: Which Is Better?” (unpublished;
Minneapolis, Minnesota: Carlson School of
Management, University of Minnesota). Available
via the Internet: www.worldbank.org/research/
projects/finstructure/pdf_files/structure.pdf.

Mann, Catherine L., 1999, Is the U.S. Trade Deficit
Sustainable? (Washington: Institute for International
Economics).

, 2002, “Perspectives on the U.S. Current

Account Deficit and Sustainability,” Journal of

Economic Perspectives (forthcoming).

Marquez, Jaime, and Lisa Workman, 2001, “Modeling
the IMF’s Statistical Discrepancy in the Global
Current Account,” IMF Staff Papers, Vol. 48, No. 3,
pp- 499-521.

McCallum, John, 1995, “National Borders Matter:
Canada-U.S. Regional Trade Patterns,” American
Economic Review, Vol. 85 (June), pp. 615-23.

McKinnon, Ronald I., 2001, “The International Dollar
Standard and the Sustainability of the U.S. Current
Account Deficit,” Brookings Papers on Economic
Activity: 1, Brookings Institution, pp. 227-39.

Meese, Richard A., and Kenneth Rogoff, 1983,
“Empirical Exchange Rate Models of the Seventies:
Do They Fit Out of Sample?” Journal of International
Economics, Vol. 14 (February), pp. 3-24.

Milesi-Ferretti, Gian Maria, and Assaf Razin, 1998,
“Current Account Reversals and Currency Crises:
Empirical Regularities,” NBER Working Paper No.
6620 (Cambridge, Massachusetts, National Bureau
of Economic Research).

106

Mitton, Todd, 2002, “A Cross-Firm Analysis of the
Impact of Corporate Governance on the East Asian
Financial Crisis,” Journal of Financial Economics, Vol.
64 (May), pp. 215-41.

Morris, James R., 1976, “On Corporate Debt Maturity
Strategies,” Journal of Finance, Vol. 31, No. 1,
pp. 29-37.

Myers, Stewart C., 1977, “Determinants of Corporate
Borrowing,” Journal of Financial Economics, Vol. 5
(November), pp. 147-75.

, 1984, “The Capital Structure Puzzle,” Journal
of Finance, Vol. 39 (July), pp. 575-92.

Obstfeld, Maurice, and Kenneth Rogoff, 2000,
“Perspectives on OECD Economic Integration:

Implications for U.S. Current Account Adjustment,”
in Global Economic Integration: Opportunities and
Challenges: A Symposium, sponsored by the Federal
Reserve Bank of Kansas City, Jackson Hole, Wyoming,
August 24-26, 2001 (Kansas City, Missouri: Federal
Reserve Bank of Kansas City).

, 2001, “The Six Major Puzzles in International
Macroeconomics: Is There a Common Cause?” in
NBER Macroeconomics Annual 2000, ed. by Ben S.
Bernanke and Kenneth Rogoff (Cambridge,
Massachusetts: MIT Press).

Organization for Economic Cooperation and
Development, 2002, Agricultural Policies in OECD
Countries: Monitoring and Fvaluation (Paris: OECD).

Radelet, Steven, and Jeffrey D. Sachs, 1998, “The East
Asian Financial Crisis: Diagnosis, Remedies, and
Prospects,” Brookings Papers on Economic Activity: 1,
Brookings Institution, pp. 1-90.

Rajan, Raghuram G., and Luigi Zingales, 1995, “What
Do We Know About Capital Structure? Some
Evidence from International Data,” Journal of
Finance, Vol. 50 (December), pp. 1421-60.

Rodriguez, Francisco, and Dani Rodrik, 2001, “Trade
Policy and Economic Growth: A Skeptic’s Guide to
the Cross-National Evidence,” in NBER
Macroeconomics Annual 2000, ed. by Ben S. Bernanke
and Kenneth Rogoff (Cambridge, Massachusetts:
MIT Press).

Schmukler, Sergio, and Esteban Vesperoni, 2001,
“Globalization and Firms’ Financing Choices:
Evidence from Emerging Economies,” IMF Working
Paper 01/95 (Washington: International Monetary
Fund).

Sharpe, Steven A., 1994, “Financial Market
Imperfections, Firm Leverage and the Cyclicality of
Employment,” American Economic Review, Vol. 84
(September), pp. 1060-74.



Skidelsky, Robert, 2001, John Maynard Keynes: Fighting
for Britain, 1937-1946 (London: Macmillan).

Subramanian, Arvind, Enrique Gelbard, Richard
Harmsen, Katrin Elborgh-Woytek, and Piroska
Nagy, 2000, Trade and Trade Policies in Eastern and
Southern Africa, IMF Occasional Paper No. 196
(Washington: International Monetary Fund).

Takacs, Wendy E., 1981, “Pressures for Protection: An
Empirical Analysis,” Economic Inquiry, Vol. 19
(October), pp. 687-93.

Taylor, Alan M., 2001, “Potential Pitfalls for the
Purchasing-Power-Parity Puzzle? Sampling and
Specification Biases in Mean-Reversion Tests of the
Law of One Price,” Econometrica, Vol. 69 (March),
pp- 473-98.

Taylor, John B., 2000, “Low Inflation, Pass-Through,
and the Pricing Power of Firms,” European Economic
Review, Vol. 44 (June), pp. 1389-1408.

REFERENCES

Tyers, Rodney, and Kym Anderson, 1992, Disarray in
World Food Markets: A Quantitative Assessment
(Cambridge and New York: Cambridge University
Press).

Ventura, Jaume, 2001, “A Portfolio View of the U.S.
Current Account Deficit,” Brookings Papers on
Economic Activity: 1, Brookings Institution,
pp. 241-58.

Warnock, Francis E., and Chad Cleaver, 2002,
“Financial Centers and the Geography of Capital
Flows,” International Finance Discussion Paper
No. 722 (Washington: Board of Governors of the
Federal Reserve System).

White, Eugene N., 1990, “The Stock Market Boom and
Crash of 1929 Revisited,” Journal of Economic
Perspectives, Vol. 4, No. 2, pp. 67-83.

World Bank, 2002, Global Economic Prospects and the
Developing Countries (Washington: World Bank).

107



	CHAPTER II ESSAYS ON TRADE AND FINANCE
	How Worrisome Are External Imbalances?
	How Do Industrial Country Agricultural Policies Affect Developing Countries?
	Capital Structure and Corporate Performance Across Emerging Markets
	References




