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Exchange Rate Fluctuations and Trade Flows:
Evidence from the European Union

GIOVANNI DELL'ARICCIA

This paper analyzes the effects of exchange rate volatility on bilateral trade flows
Through use of a gravity model and panel data from western Europe, exchang
rate uncertainty is found to have a negative effect on international trade. The
results seem to be robust with respect to the particular measures representin
exchange rate uncertainty. Particular attention is reserved for problems of simul-
taneous causality, stemming from the endogenous behavior of monetary author
ties. The negative correlation between trade and bilateral volatility remains
significant after controlling for the simultaneity biddEL F14, F17, F31]

O ne main argument against flexible exchange rates has been that exchange ri
volatility could have negative effects on trade and investment. If exchange
rate movements are not fully anticipated, an increase in exchange rate volatility
which increases risk, will lead risk-averse agents to reduce their import/export activ
ity and to reallocate production toward domestic markets. This paper provides som
estimates of the importance of these effects in the European Union.

The trade issue has played an important role in the debate on the Europe:
Monetary System (EMS) and the European Monetary Union (EMU). The EMS was
established with the intent of controlling exchange rate volatility and avoiding large
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to Dave Riker for extensive and helpful comments, and to Fabio Fornari and Sandro Giustiniani who pro-
vided most of the data. Financial support by Banca Nazionale del Lavoro is gratefully acknowledged.
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misalignments among European currencies. One of the stated purpeteseduce
exchange rate uncertainty to promote intra-EU trade aredtimentsThe discussion
on the transition to EMU, and in particular the idea of ao*speed” European
Union, where “virtuous” countriesauld switch to using the euro from thegming
and other countriesauld join later involves similar issues. One major concern is
that a partial monetary unionowld hare nejative efects on the trade fles of the
countries joining the single currgnat a second stagéhe idea is that, as is the case
for customs unions, a partial monetary union cowdrtltrade way from nonmem
ber countries. Hwever, there is not strong or unambiguous empiricédience to
support these wes.A quite extensive literature has tested théeets of @change rate
regimes on trade, U the results are notvedys signiicant and thg change across
studiest Moreover most papers use only cross-sectional or time-series data instead of
a panel, and just avfeuse bilateral data.

The analysis in this paper includes oWgstern European countries, allag
gathering of both trade anoh&ncial data across time as well as across countries,
instead of using cross-sections ofliis enables us to deal in ainmanner with
some of the problems met in the yaoais literature There are other reasons to
limit the scope of this study to Européhe theoretical foundations of the gitst
model assume identical and homothetic preferences across countries and rely
hearily on the concept of intra-industry trad&uropean countries are reletly
homogeneous in terms of technolpgctor enderments, and per capita income,
so the model seems patrticularly appropriate for this case. Mores Bayoumi
and Eichengreen (1995) note, the relationship between trade and other economic
characteristics might be &fent for industrial and @eloping countriesThus
restricting the sample t/estern European countries minimizes problems due to
country-specit factors. Finallythe actual perspegt of a single currelyaegime
for the EU maks this set of countries the naturabtrfor this kind of study

The paper tests thefefts of &change rateolatility on trade using diérent
measures and techniques, with particular attention to the simultaneous causality
problem that may arise in these kind of studies. If central banks amakfort to
stabilize the xchange rate with their main trade partners, gatie correlation
between rchange rate olatility and trade wuld appear from the datautbthis
should not be construed to mean that trade reagsgivedy to exchange rate insta
bility. The use of panel datadilitates dealing with this problem in aythat &plic-
itly takes into account the behar of the central banks. If the central bank
stabilizing stratgy does not changeser the period considered, it can be treated as
a country-pair speéd effect and it can be eliminated by usingxefl-efect model.

1For example, Bahmani-Osloee and &esteh (1993), BajeTavlas, and Ulan (1986), and Hooper
and Kohlhagen (1978)jrid no eidence of a ngative efect of wolatility on tradeWei (1996) in his wrk
on OECD countriesirids that wlatility coeficients hae the wrong sign. FraekandWei (1993) and
Kenen and Rodrik (1986)nd conflicting resultsWhile Kim and Lee (1996), Stokman (1995),
Chowdhury (1993), and Perée and Steinherr (198@) significant ezidence of a ngative relation. Br a
discussion see IMF (1984), or European Commission (199@).istence of conflicting wdence is
consistent with Gagnon (1993), who suggests that tely liknpact of wlatility on trade should be small.

2See Helpman (1987).
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The empirical eidence in this paper supports thewithat exchange rate
uncertainty depresses international tradewéler, according to the results, the
negative efect of exchange rate alatility on trade is gry small.The results are
robust with respect to the particular measures chosen to represent uncertainty
They also shw that the ngative correlation betweerxehange ratealatility and
bilateral trade remains sigiwént when one controls for simultaneous causality
However, they reject the fipothesis of the absence of a simultaneity bias.

l. Gravity Models

The graity model has been widely used in empiricabriv in international
economics. The microeconomic foundations of this model can be directly
linked to the theory of trade under imperfect competition, and more ispdyif

to intra-industry trade theoryut the characteristics of this approach are-con
sistent with most theoretical models of tréda.a gravity model the wlume of

trade between tw countries increases with the product of their GDPs and
decreases with their geographical distaridee idea is that countries with a
larger economy tend to trade more in absolute terms, while distance represents
a proxy for transportation costs and it should depress bilateral trade. In general,
a per capita incomeaviable is included to represent specialization; richer
countries tend to be more specialized, and thug teed to hae a lager
volume of international trade for amiven GDP lgel. Models often include a
number of dummy ariables to control for diérent fictors that might &éct
transaction costs.df example, a common borddanguage, or membership in

a customs union are suppose to decrease transaction costs and to promote
bilateral tradeThis paper includes a proxy to represexth@nge rate uncer
tainty. In the actual estimation thisasable will tale different forms: the
standard déation of the irst differences of the |layithmic exchange rate, the

sum of the squares of the faavd errors, and the percentagdetiénce between

the maximum and the minimum of the nominal spot rabe pooled ordinary

least squares (OLS)geession is

log(TRADE;) = y; + B1l0g(GDP;GDPy) + B2log(DIST;) + Bslog(pop:pop)
+ B4BORD; + BsEUjt + BLANG; + Bovije + &ijt,

whereTRADE: s the gross bilateral trade (Exports + Imports) between countries
andj at timet. EU represents membership in the European Union (1 when both
countrieg andi are in the union at timg 0 otherwise), anBORDERandLANG
represent respeetly a common border and languagjee \ariablev represents the
proxy for uncertainty about the bilateraickange rate between countrgindj at

time t. Note that the intercept has to be akal to changewer time. Indeed, fel
lowing the model in Helpman (1987),yachange in wrld aggrgate GDP will be

3See, for gample, Bayoumi and Eichengreen (1995), Feq(k992), and Krugman (1991).
4Helpman (1987) uses a Dixit/Stiglitz imperfect competition model to obtain the relation between
gross trade and GDPs. Betrand (1989) generalizes this model to include Heckdhén trade.
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captured by the intercepThis implicitly imposes a restriction on the “third-ceun
try” coefficient—in other words, assuming, forxample, that the trade between
Germalry and Italy reacts in the samewto a change in U.S. or French incomes.
A major adantage of using panel data is the ability to control for possibly
unobserable country-pair indidual efects. Such omitted ffcts, if correlated
with the included rgressors, wuld bias the OLS estimatiomhis papers consid
ers a standard model assuming that the latentithdil efect is a time-imariant
random \ariable.That rggression reads

log(TRADE;) = y; + aj; + B1l0g(GDPGDP) + B,log(DIST;) + Bslog(pop:pop:)
+ B4BORDG; + BsEUj + BsLANG; + Brvije + &ijt,

wherea;; stands for the inglidual efect. The use of panel data alle one to con
trol for cultural, economical, and institutional country-pair speté#ctors that are
constant ger time and are nokplicitly represented in the model. Note that in the
fixed-efects specitation ary time-invariant country-pair spedaif effect will be
captured by the dummy;.

Il. Exchange Rate Volatility Measures

If purchasing pwer parity (PPP) held, domestic and foreign tradeilel not
systematically imolve a diferent dgree of uncertaintyHowever, exchange
rates @perience signi€ant and persistent diations from PPP adding an
exchange risk component to impontfort actvities. Then an increase in
exchange rate uncertainty may lead rislei@e frms to reduce their foreign
activity, reallocating production teard their eavn domestic marnkts’ With
regard to this, the relant type of gchange rate risk will depend on the model
of exporting/importing frm that we hge in mind. On the one handxporting

SAssume tw differentiated productX andY, and homothetic preferences identicalyerg country
Then, in the completely specialized case, imports of couktrfrom country j would be

IMPy = s (P + ByY)),
wheres is countryk's share in wrld spending (and its share obrd income in the absence of trade

imbalances) ani; andY; are the outputs of goodsandY produced in countrj(the time ind& is omit
ted here)The symmetric is true for the imports of courjtfyom countryk. Thus the total gross trade is

Tig = S (P + ByY)) + §(PX + PyYid = SGDP, + §GDP.

Rewriting,
GDP,
_ _ k
T = S8 CPRana *+ 5 SCGDRon = 26DP, 5pp

And, when one tas logs, ay change in the arld GDP will be captured by the constant.

6See Froot, Kim, and Rodof1995).

7This result holds under certain conditions; see De Grauwe (188®n those conditions are vio
lated, the sign of the elasticity of tradewk with respect to>@hange rate alatility is ambiguous.
Exchange rate olatility creates a posite option walue for frms that hae the opportunity to choose
whether to sell on the domestic or on foreign ratgk
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firms may sign short-ternxport contracts in foreign currepcrhen, assuming
that costs in theirim’s avn curreng are knevn att — 1, the only uncertainty
arises from the nominalkkehange rate: tharin does not knw its revenue in
domestic currencatt — 1.8 In this situation fonard exchange rate maets rep
resent an dééctive way to hedge ajnst uncertaintyShort-term contracts are
available for all the major currencies and yhare relatiely chea@® On the
other hand,ifms might hae some sort of long term commitment to tixpa@t
actiity. These kind ofifms hase to sustain sunk costs to enter particular for
eign marlets and are interested in the relationship between their costs and the
price that thg can chage on those maets. In this case what matters is the real
exchange rate:ifms are interested in the@ution of their reenues relatie to
their costslo To hedge aginst this kind of uncertainty is much morefuiflt.
Forward marlets are not complete in terms of maturégd the futurexchange
needs might not be kam precisely at the moment of the decision. Hence, real
exchange rate uncertainty may play an important role in determiivimg’f
import/export choices!

The frst problem in estimating thefetts of &change rate uncertainty on
trade is choosing an appropriat@riable to represent instabilty The literature
has used a number of measures>ahange rate olatility and \ariability as a
proxy for risk. Some papers used the standavehtien of the percentage change
of the exchange rate or the standard/id¢ion of the irst differences of the lag
rithmic exchange raté3 This latter measure has the property of being zero in the
presence of anxehange rate that folles a constant trend, and itvgs a lager
weight to &treme obsemtions (consistently with the standard representation of

8The expected utility from prdf at timet — 1 for the &porting frm will be
Ec—1U(My) = E—2U((a [t - D)t [t—Da— G [t-1))

where the price in foreign currgnis fixed at timet — 1, and where, assuming production occurs between
t—1 andt, quantity produced and costs arewnat timet — 1. In this contet Viaene and d¥ries (1992)
shaw that the d&ct of exchange ratealatility with well-developed forvard marlets is ambiguous.

9Nonetheless, studies shdhat only a small, it increasing, part of international trade is actually
hedged on forard marlets. See Dornksch and Frarét (1988), and European Commission (1990).

10Assuming that costs are a function of domestic prices, for these fiiture e&pected prafs are a
function of domestic prices, foreign prices, and tkehange rate, thus real pitefare a function of the
real xchange rate

EoU(ZdM4(1 + 1)) = EoU(Zt(pt & — Ce(py)) (L + 1))
and

U ) EoUEEr—(p‘*e‘ Bl /YA

[y

11These considerations suggest that thé s&p in this kind of study should be to look at more dis
aggr@ated data. It seems important to be able to discriminatefdesedf echange ratealatility across
industries characterized by fifent import/gport structures.

12For a discussion ofxehange rate olatility measures, see BrodsK1984), kenen and Rodrik
(1986), and Layi and Suss (1982).

13See Brodsk (1984), kenen and Rodrik (1986), and FrahlandwWei (1993).
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risk-averse irms)14 Others consider thevarage absolute dérence between the
previous period forard rate and the current spot to be the best indicator of
exchange rate riskThe adantage of this measure is that, under getarzones
regime, or under pgyed lut adjustablexechange rates, it@uld pick up the ééct

of the presence of a “peso problem” or the lack of credibility of theialfparity.
Another possibility is to use the percentagéedénce between the maximum and
the minimum of the nominal spot rateeo thet years preceding the obsatwon,

plus a measure okehange rate misalignmenthis inde stresses the importance

of medium-run uncertaintylhe idea is that lge changes in the past generate
expected wlatility.1> It is worth noting that the measures proposed as proxies for
risk are backward-looking, the assumption being thins use pastolatility to
predict present risk-hen, &en if one could restrict the choice to a particularinea
sure, there wuld still be mag options: dailyweekly or monthly changes; which
temporal windw; etc. Consequentlythis paper tests the model usingfatiént
variables: the standardwdation of the frst difference of the logrithmic exchange
rate, the sum of the squares of the famdverrors, and the percentagdeaténce
between the maximum and the minimum of the nominal spot&dereover, it

uses diferent temporal windwes, and both real and nominadchange rates.

A problem of simultaneous causality may arise using some of these mea
sures. Central banks could systematically try to stabilize the bilateriahrge
rate with their most important trade partners. In this caslkeamge rateolatility
cannot be treated as arogenous &riable. Exchange rateohatility and trade
would be ngatively correlated, bt the direction of causalityeuld be uncertain,
and OLS would provide a biased estimation. In otheomds, with an OLS gres
sion it would not be possible to distinguish between tliece$ of irvestors'risk
aversion and the &fcts of central bank policie$his concern is coirined by
Bayoumi and Eichengreen (1998), whiodfthat monetary authorities are more
likely to intenene on thexexhange rate when trade links are strong. Instrumental
variable estimators represent a solution to this problem. Eramid\Wei (1993)
use the standard dation of the relatie mong supply as an instrument for the
exchange rate olatility. Their justifcation is that relatie mong supplies and
bilateral xchange rates are highly correlatedy Inonetary policies are less
affected by trade considerations thaleange rate policies. Unfortunatetiis
solution presents the problem that for md&uropean countriesxehange rate
stability has been an important determinant of the monetaryygolidowever,
the forward error is not a tget of central bankgolicies and someRoreflects
exchange rate uncertainfyhe sum of the squares of the fand errors (défied

14The underlying assumption is that a constant treadldvbe perfectly anticipated anculd not
affect uncertaintyAn alternatve variable some authorsvVeused is the standardviion of the leel of
the nominal rchange rateThis measure relies on the underlying assumption thatxtieaege rate
moves around a constanvid. In the presence of a trend this iraeuld probably gerestimatexchange
rate uncertaintyFor similar measures séd&htar and Hilton (1984), Baile Tavlas, and Ulan (1986), and
Hooper and Khlhagen (1978).

15See Perée and Steinherr (1989).

16All these \ariables are constructed using end-of-periazhange rate monthly data from the IMF’
International Fnancial StatisticIFS).

17This is especially true for the countries participating in the ERM.
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as the diference between the log of the three-month &dwate and the log of
the spot rate three months latesing “end-of-the-month” data) is correlated with
the standard deation of the spot rate and thus it represents an instrument for
exchange rateolatility.

The aailability of panel data alles a diferent approach to solving the simul
taneous causality problenihe idea behind the simultaneity bias is that central
banks try to stabilize the bilateradahange rate ajnst their countrieshain trade
partners. If that is the case, theleange rateaolatility becomes a function of the
share of the bilateral trade between the twuntries er their total trade

IJ'[D ar, ijt O

LB

where the termB andy represent the stabilizationfesft functions of the tw cen
tral banks. In this contg if the bilateral trade shares were constaet éime, one
could write

Vit = A + B + Nijt.

In that case the central barkcfor could be treated as a country-paded
effect. Then the central bankfett would be captured by the country-pair dummy
and the iiked efects specitation of Rgression (2) wuld give unbiased esti
mates. One can imagine central banks falthg a more general and less accurate
rule, in which the stabilization feirt depends on the order of magnitude of the
bilateral shares, and not on thetaet \alue. In such a case the trade sham@slav
not need to be perfectly constantt lbnly more or less stable@r time. In other
words, countries auld only need to maintain their relaiimportance as trade
partnersThis is actually the case for the sample in this paper: trade shares are not
strictly constant wer time, tut for every country the relate size of its trade part
ners remains more or less the samwer éhe period considered.

lll. Empirical Evidence

The sample period gers 20 years from 1975 to 1994e countries included are the
current 15 EU countries (with Belgium and emxboug talen as a wholéj and
Switzerland, for a total of 2,100 obsations.The source for the trade data is the
OECD database: bilateral data for both import aqubet flows are sailable.The
GDP data are also from the OECIDe original data werexpressed in current prices
and diferent currencies. In order to be used in a multiperiodtgraodel thg had

to be deflated and ceerted to a common currgr¥® There were tw possible \ays

to proceed. One coulddt corvert the data into a common currgrand then use the

18Austria, Belgium and Lusmboug, Denmark, Finland, France, Germgareece, Ireland, Italy
Netherlands, Portad, Spain, Sweden, and the United Kingdom.

19F0r the comersion PPP alues from the OECD series were useehyvsimilar results were also
obtained by coverting all the data to U.S. dollars.
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deflator for that currerncto express the data in constant pricesatternatvely, one
could frst deflate the data with each country deflator and thevecithem to a com
mon curreng. If PPP applied, the vprocedures wuld be equialent. Hovever,
since PPP ofterails, the second procedure seems supédnideed, as diérent coun
tries hae different consumption basts, the second procedure has theaathge of
applying the right deflators to each courgrgtata. Br similar reasons the paper uses
only export data to compute the gross bilateral trade<®S The aailable &port
(import) deflators are based on a betskhat reflects a countiy/’'total &port
(import) 21 However, with this papes data the correct deflator should use étssk
reflecting the bilateral flos between each pair of countries. It seems reasonable to
assume that the bias introduced by using the “ggtgédeflator is smaller foxport
data than for import datdhe idea is that, for each counttige goods itxports to
different countries are more homogenous than the goods it imports fifenerdif
countries. Distances are represented by air distances between capitd Titiss.
paper uses dérent proxies to representalange rate uncertainty: the standand-de
ation of the ifst differences of the lagithm of the monthly\&rage bilateral spot
rate, the sum of the squares of the fmdverrors, and the percentagdedénce
between the maximum and the minimum of the nominal spot rate. Exchange rate data
are end-of-month obsextions from the IFSAnalogous measures are used for the
real rate that is constructed using CPI i&defrom the IFS3 The dummy EU is
included to control for the progresgsienlagement of the union: thisaviable has
value one for country pairs and years for which both countries are EU mefabers.
additional dummy LANGWBGE represents country pairs with a common language.
Table 1 describes the results ofgRession (1) usingarious measures to repre
sent @change rate uncertainfjhe intercept w&s allaved to changewer time and
robust standard errors were estimafdticoefficients hae the &pected sign and are
significant at the 1 percentiel. Morewer, the results seem to be ugh Most coef
ficients are similar for the didrent rgressions, suggesting that the four measures of
exchange rate uncertainty are in sormraywequalent (the rgression using the sum
of the squares of the foard errors asxehange ratealatility measure is on a sub
sample of countries that does not include Paijudt is worth noting the relate
importance of hang a common language in determining tradev$§loE\en after
controlling for GDRPpopulation, membership in the EU, and a common hardenr
tries speaking the same language trade between each other 24 percent more than those
that do not share a common languajge exchange rate ofatility coeficient is
small, lut not irreleant. From the nominakehange rate standardviigion coefi-
cient, a total elimination ofxehange ratealatility in 1994 would hare determined a
12 percentincrease in tra#feg 13 percent increase using the reahange rate mea

20Note that, at least in thegrgountryj’s imports from countrk is equal to countrk’'s eports to
countryj, so import and/orxort data could be used to compute the bilateral gross trade.

2IThese are IFS data.

22Exceptions are Frankfurt for Gernyaand Milan for Italy The source for all distance datzdigalia.

23There is no monthly price ingdor Ireland.The monthly realxechange rate as constructed using
the quarterly price indeand assuming the inflation rate constant within the quarter

24The arerage standard dation of the monthly nominalxehange rate change in 1994svabout
0.55 percent.
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Table 1. Regression (1): Pooled Regression

Nominal Standard Real Standard Forward
Variable Deviation Deviation Error Range
GDP 0.94 0.89 0.97 0.93
(0.026) (0.026) (0.039) (0.028)
POPULATION -0.20 -0.17 —-0.26 -0.19
(0.029) (0.029) (0.041) (0.031)
DISTANCE —-0.32 -0.32 -0.19 -0.23
(0.027) (0.027) (0.029) (0.030)
COMMON BORDER 0.27 0.27 0.33 0.29
(0.017) (0.017) (0.018) (0.021)
COMMON LANGWGE 0.21 0.22 0.22 0.24
(0.025) (0.025) (0.029) (0.026)
EU 0.24 0.23 0.34 0.29
(0.014) (0.014) (0.015) (0.015)
EX. RAEVOLATILITY -19.52 -21.67 -0.74 —-0.87
(1.204) (2.219) (0.076) (0.105)

Note:All coefficients are signi€ant at the 1 percentMel. Standard errors are in parentheses.
Sources: OECD; IFS.

sure, and a 10 percent increase using theafoherros It is interesting to note that
the results for nominalxehange rateolatility are \ery close to the results for real
volatility. This outcome is not particularly surprisinge that in the sample there is
a strong correlation between nominal and reahange rateolatility (see Figure 1).
The results oTable 1 are statistically sigigant and seemingly do not depend
on the \ariable chosen to represenichange rate uncertaintilonetheless, the
validity of these results could be questioned for the presence of simultaneity bias
in Rggression (1) when using the standardial®on of the &change rate change.
Central banks are ldty to try to stabilize thexehange rate vis-a-vis their main
trading partners. In such a casesreif exchange rate uncertainty had ngatve
effect on trade flars, there wuld be a ngative correlation betweerxehange rate
volatility and trade at a bilateraMel. To solwe this problem the forard error can
be used as an instrument focckange rateolatility: in particular the sum of the
squares of the three-month &ghmic forward error as an instrument for the stan
dard deiation of the irst differences of the |lagithmic spot rateThis variable is
not controlled by central banks and it is pesily correlated with this papsr’
measure ofxxhange rateolatility. Note that the forard exchange rate as not
available for Portugl, so the rgression with instrumentalaviables uses only
a subsample of 14 countries (1,820 obatons)2¢ Also here the constant

25This compares with arverage bilateral trade annual gth rate of 3.5 percent for the sample period.
26For all the other countries itag possible to construct a fawd rate using short-term interest rates.
The source was IFS.
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Figure 1. Real and Nominal Exchange Rate Volatility
(as from Standard Deviation of Exchange Rate Change)
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was allaved to change wer time and errors were estimated controlling for
heteroscedasticity and autocorrelation.

Table 2 describes the results of thgression using instrumentabnables
(two-stage generalized least squares) and the results of the stagdesdioa on
the same countries (without PoraligAll coefficients still hae the right sign, the
are signifcant at the 1 percentdel, and their size does not change with respect to
the results offable 1. lér the instrumentalariable estimation the results are more
or less the same, suggesting that thgatie correlation betweerxehange rate
volatility and trade is not determined solely by the simultaneous causality bias. In
other words, the ngative correlation betweerxehange rate ariability and trade
does not depend, or at least does not depend entirebentral bankgolicies.

It is possible to test the nulypothesis of absence of simultaneous causality
using a Hausman speiciition test. If the ypothesis is grified, OLS are unbiased
and consistent,ut they are biased in the presence of simultaneous caysutiiie
the instrumentalariable (V) estimator is unbiased and consistent under both the
null and the alternate hypothesis. From the results of the Hausman test we can
reject at the 10 percentvid the lypothesis that the estimatorTable 1 is unbi
ased.This result is thus consistent with the presence of a simultaneity bias.
Nevertheless, the results obtained with the instrumerstablvie estimation are
still valid and confm the «istence of a rgative relation between bilateral
exchange rateolatility and trade flas.

The «istence of unobseed country-pair speaif effects may bias the results
of Ragression (1)Then, to further test the rastness of thes@nflings, one can use
the simple model proposed in Section Il. In tixed efect model an individual
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Table 2. Regression (1): Instrumental Variables

Variable Nominal Nominal IV Real Real IV
GDP 1.04 1.03 0.98 0.98
(0.033) (0.034) (0.034) (0.035)
POPULATION -0.32 -0.31 -0.28 -0.27
(0.036) (0.036) (0.036) (0.037)
DISTANCE -0.30 -0.30 -0.29 -0.30
(0.030) (0.032) (0.030) (0.032)
COMMON BORDER 0.28 0.28 0.29 0.29
(0.019) (0.020) (0.019) (0.020)
COMMON LANGWGE 0.22 0.22 0.22 0.23
(0.024) (0.023) (0.024) (0.024)
EU 0.27 0.26 0.27 0.27
(0.015) (0.016) (0.015) (0.017)
EX. RAEVOLATILITY —-20.36 —21.47 —-21.32 —22.17
(1.295) (2.147) (2.327) (2.210)

Note:All coefficients are signi€ant at the 1 percentMel. Standard errors are in parentheses.
Reduced samplexeluding Portugl.
Sources: OECD; IFS.

effect will be captured by the country-pair dumriyen, to the xent that the
trade shares are stableeo time, theiked efect estimator will also takcare of
the simultaneity biad’ The “central bank éct” has to be constanver time in
order to be captured by the country-pair speciimmies.This paper considers
both ixed-efect and random-é&fcts estimationsThe random-déct model has
the olvious adentage of allwing the estimation of the cdefients of time-
invariant \ariables. Hwvever, if individual efects are not dran from the same
distribution, the random &ct estimates are not consistefdable 3 reports the
results of Rgression (2).

In Table 3 the sample is the complete set of 15 countries folirgheadur
columns and the subset without Podludor the rgression with the forard
errors.These results seem to conf the preious indings.The GDP and popua
tion coeficients hae the right sign and are still posgiat the 1 percentvel with
all three measures okehange ratealatility. The EU dummy coeficient is posi
tive and statistically signdant at the 1 percentJel.

The Hausman test rejected the unbiasedness of the ranfiamtestimator at
the 5 percent ieel. Hence, the randomfett coeficients could be biased, and one
should rely solely on thexied-efects estimatorHowever, the main focus of this

2TTrade shares arery stable in the sampl€he only big change is in Spain/Poralighare. Br each
country trade partners were ragtk by their share in the counsyotal trade and then the rankings for
1975 and 1994 were compar@&they were \ery similar for all countriesThe overall average place change
between rankings &s 0.9 places. No change hacetablace in 42 percent of the cases, and the maximum
change had beeivé places.
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Table 3. Regression (2): Random and Fixed Effects Estimations

Nominal Standard Real Standard Forward
Deviation Deviation Errors
Random Fixed Random Fixed Random  Fixed
Variable Effects Effects Effects Effects Effects Effects
GDP 1.27* 1.69* 1.25* 1.64* 1.19* 1.41*
(0.062) (0.098) (0.062) (0.098) (0.075) (0.105)
POPULATION -0.50* -0.66* —0.48* -0.67* —0.42* —0.49*
(0.068) (0.132) (0.068) (0.132) (0.079) (0.138)
DISTANCE -0.07 — -0.08 — -0.16 —
(0.094) — (0.094) — (0.106) —
BORDER 0.36* — 0.36* — 0.35* —
(0.073) — (0.072) — (0.081) —
LANGUAGE 0.19** — 0.19** — 0.18*** —
(0.093) — (0.093) — (0.102) —
EU 0.15* 0.14* 0.15* 0.14* 0.14* 0.13*
(0.009) (0.010) (0.010) (0.010) (0.011) (0.012)
EX. RAEVOLATILITY -3.21* —2.84* —4.68* —4.15* -0.27* —0.25*

(0.616)  (0.608)  (1.384) (0.645)  (0.034)  (0.034)

Note: One asterisk sigief signifcance at the 1 percenvid; two at the 5 percentvel; three
at the 10 percentvel.
Sources: OECD; IFS.

paper is on thexehange rate olatility coeficient that is ery similar for fxed-
effect and random-&fct estimationsThe echange rate olatility coeficient is
still negative. It is signifcant at the 1 percentel for all three difierent measures
and for both iked-efect and random-&dct estimations. Heever, according to
these estimates the size of théeeff of \olatility on trade is gry small.A total
elimination of échange ratealatility in 1994 would hare increased trade only by
3 or 4 percent (equélent to the werage annual gveth rate of bilateral trade in
the sample). Neertheless, these results are consistent with the idea thgativaee
correlation betweernxehange ratealatility and trade xists and that at least a part
of it is not spurious correlation caused by central bank stabilization polities.
also suggest that country-spéciéffects play an important role, advisingaagst
the use of pooled OLS estimations.

To test the dicagy of this method in eliminating simultaneous causality
Hausman test as performedAlso in this case the instrumentairiable vas rep
resented by the foravd error measurd&he test could not reject thgpothesis of
unbiasedness of the OLBédd-efect estimatarThe result is then consistent with
the assumption that the central barkstdr is stableer time and is eliminated
by using theiked-efect model.

As noted earlier there is no “right” measure atlgange rate olatility.
Accordingly, this paper further tests the tsbness of the pveous results using a
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different time windw for the measuregable 4 reports the results of gression
(1) using a tw-year windav to compute thearious &change ratealatility vari-
ables.The results are consistent with theioes ones, coiriming a ngative
effect of wlatility on trade. Note that an instrumentakiable estimation is used
given the outcome of the Hausman test on theique resultsAll coefficients
have the &pected sign and are sig#nt at the 1 percentvel.

Finally, some analysis is conducted on thfe@s of third-country elatility on
trade; for @ample, what happens to tradeviko between France and Italy when
the \olatility between the franc and the deutsche mark increases@velpmulk
ticollinearity problems meant that the contition of third-country wlatility could
not be isolatedAs in Wei (1996), the coétient was not signitant and had the
wrong signéé

The e&idence in this section stivg a ngative correlation betweerxehange
rate \latility and trade flavs. With the results presented here tlypdthesis that
the behsior of the central banks has no role in determining tlyative correla
tion between olatility and trade can be rejected. Wwhwer, the results of estima
tions that are ralst to simultaneous causality bias support theothesis that
firms, reacting ngatively to wolatility on foreign currencies magks, determine a
decrease in theolume of international trade when thechange rate becomes
more \olatile.

IV. The ERM Effect

Most obserers viaved the 1992/93 crisis of the EMS (or more precisefiythe
Exchange Rate Mechanism) as a stop in the process of econougpiatioteof the
European countrieShe purpose of the EMSa8 to reducexehange ratealatility
among member currencies to promote trade and economiergemnce, and the
ERM was actually successful in reducing both nominal and xebbage rateotatil-
ity (this is especially true for the period 1987-22)hus, follaving the results from
the preious section, the ERM shouldveahad a posite efect on the bilateral trade
between EU member countries. If the end of the ERM meant a diministiezhge
rate stability a reduction in intra-EU trade could bepected. In this section the
framavork presented in the prieus sections is used to try to estimate tifeces of

28A variable representing the@hange rateolatility of the two currencies with respect to all the -oth
ers was included

log(TRADE) = Vi + ajj + P1log(GDP«GDPy) + B-log(DIST;) + Bslog(pop:popy) + BsBORDER
+ BsEUjt + BLANG; + Bovie + Bsmyt + &ijt,

where mye = X VWi + Zj 2 VijtWie, With weightsw; represented by relatt GDPs. If the trade wér-
sion typothesis is alid the sign of3g should be ngative. Table 5 reports the results for gression (4)
with real and nominab&hange rateolatility. Most coeficients hae more or less the samalwes as in
Regression (1). Haever, for both cases there is probably a multicollinearity problEne correlation
between the bilaterakehange rateolatility and the wlatility with the rest of the countries in the sam
ple is abwe 0.9.Then it is not possible to determine the conitiitn of the tvo variables separately
Indeed, the “third country”alatility coeficient is not signitant and has the wrong sign.

29See, for gample, Figure 2. &t a detailed analysis see De Grauwe \éadaille (1988).
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Table 4. Regression (1): Two-Year Window

Variable Nominal IV Real IV Forward Error
GDP 1.02 0.95 0.94
(0.038) (0.040) (0.040)
POPULATION -0.29 -0.24 -0.23
(0.040) (0.041) (0.042)
DISTANCE —-0.36 -0.35 -0.22
(0.037) (0.036) (0.032)
COMMON BORDER 0.24 0.25 0.29
(0.022) (0.022) (0.021)
COMMON LANGWGE 0.25 0.25 0.24
(0.026) (0.026) (0.026)
EU 0.25 0.26 0.34
(0.019) (0.019) (0.016)
EX. RAEVOLATILITY -13.01 -13.12 —0.46
(1.311) (1.324) (0.046)

Note:All coefficients signifcant at the 1 percentvel. Standard errors are in parentheses.
Sources: OECD; IFS.

Table 5. Regressions (4): The “Third Country” Effect

Nominal Standard Deation Real Standard D#ation
Variable Random Hects Fixed Efects Random Hects Fixed Efects
GDP 1.27* 1.69* 1.25* 1.64*
(0.062) (0.099) (0.062) (0.098)
POPULATION -0.50* -0.66* -0.48* -0.67*
(0.068) (0.132) (0.068) (0.132)
DISTANCE -0.07 — -0.08 —
(0.095) — (0.095) —
BORDER 0.36* — 0.36* —
(0.073) — (0.073) —
LANGUAGE 0.19** — 0.19** —
(0.094) — (0.094) —
EU 0.15* 0.14* 0.15* 0.13*
(0.010) (0.010) (0.010) (0.010)
EX. RAEVOLATILITY —-3.22* —2.85* —4.70* —4.17*
(0.617) (0.609) (0.651) (0.646)
“THIRD-COUNTRY” -0.24 -0.13 -0.37 -0.27
VOLATILITY (0.451) (0.444) (0.468) (0.462)

Note: One asterisk sigigs signifcance at the 1 percenvid; two at the 5 percentvel; three
at the 10 percentVel. Standard errors are in parentheses.
Sources: OECD; IFS.
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Figure 2. Lira/Deutsche Mark Exchange Rate Voldatility
with and without ERM

Percentage change
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the ERM on tradéd dummy was constructed equal to 1 for pairs in which both €oun
tries are members of the ERM and 0 othen#fSehe resulting equation is

log(TRADE;) = y; + ajj + B1log(GDP;;GDPy) + Blog(DIST;) + Bslog(pop:pop:)
+ B4sBORDG; + BsEUj: + BsLANG; + B7/ERM; + &ijt.

In this way the ERM dummy captures the stabilizing role that the ERM had
on the currencies of member countries. On the other hand, if one is interested in
the efect that the ERM had per se, not only through the reductioxchiage rate
volatility, the equation becomes

log(TRADE) =yt + ajj + B1log(GDP,GDPy) + B2log(DIST;) + Bslog(pop:pop:)
+ B4BORD + BsEUj; + BLANG; + B7ERM + Bevi + Eijt.

A negative sign on theeRM dummy codicient would mean that the mecha
nism’s role in reducing uncertainty wentyload the induced reduction ilatility.

The results of both ggessions are presentedTable 6.All the usual codf-
cients still hae the right sign and are still sigodnt. The ERM coeficient has the
wrong sign. Br the fxed-efect model it is signi€ant at the 5 percentvel when

30This approach has the ahtage of woiding the simultaneous causality probléfhe decision to
enter the ERM concerns a counsrgeneral polic more than simply its trade pojic
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Nominal Standard

Deviation
Random Fixed

Real Standard
Deviation

Random Fixed

Forward
Errors

Random Fixed

Table 6. Regressions (3a) and (3b): The ERM Effect

ERM
Only

Random Fixed

Variable Effects Effects Effects Effects Effects Effects Effects Effects
GDP 127  1.71* 1.24* 1.66* 1.19* 1.44* 1.33* 1.72*
(0.062) (0.099) (0.061) (0.099) (0.075) (0.106) (0.066) (0.099)
POPULATION -0.50* -0.66* -0.47* -0.67* -0.43* -0.50* -0.55* —0.64*
(0.067) (0.132) (0.067) (0.132) (0.078) (0.138) (0.072) (0.133)
DISTANCE -0.08 — -0.09 — -0.16 — -0.03 —
(0.093) — (0.092) — (0.105) — (0.107) —
BORDER 0.36* — 0.35* — 0.35* — 0.37* —
0.071) — 0.071) — 0.079) — (0.084) —
LANGUAGE 0.19* — 0.19* — 0.18*** — 0.19%**
(0.091) — (0.000) — (0.1000 — (0.107) —
EU 0.15* 0.14* 0.15*  0.14* 0.15*  0.14* 0.15* 0.14*
(0.010) (0.010) (0.010) (0.010) (0.012) (0.012) (0.010) (0.010)
EX. RAE -3.31* -2.96* —4.88* —4.36* -0.27* -0.26* — —
VOLATILITY (0.620) (0.610) (0.657) (0.649) (0.034) (0.034) — —
ERM -0.01 -0.02** -0.02* —0.02**  —0.02** -0.02** -0.01  0.02***
(0.010) (0.010) (0.010) (0.010) (0.010) (0.010) (0.10) (0.10)

Note: One asterisk sigiek signifcance at the 1 percenté; two at the 5 percentvel; three at
the 10 percent\el. Standard errors are in parentheses.
Sources: OECD; IFS.

controlling for <change rateolatility, and at the 10 percenvéd when alone. ét

the random-éé&ct estimation it is signifant at the 5 percentel in the rgression
with the real wlatility measure and with the foasd-errors measure. It is not sig
nificant in the rgression with nominalalatility and when alone. On the one hand,
this result seems surprising and conflicts strikingly with iidirigs in Section 11
Indeed, ERM membership should decrease uncertainty and thus increase trade. On
the other hand, a Ige literature addressed the issue of the credibility of the ERM
and rejected the full credibilityjpothesis for most casésk-rom that point of vie,

the result in this section can be reconciled with those in the rest of thislhdper
most periods and countries, theclkeange rate tget zones were not credible, one
should not gpect a signitant efect of the ERM dummy on trade fis. At the
same time, a non-credible ERMould generate xpectations of relately lage
realignments, to which agents might react particularjatieely.32 In other words,

31See Givannini (1990), Sensson (1991), and Frailkand Phillips (1992).

32A way to address this issue might be to control for the credibility of the bilategat taimes and
construct a “credible ERM” dummyDne vould first have to deine a measure of credibilitand then
could construct aariable taking thealue 1 when the commitment to the bilateral parity is credible, and
0 otherwiseThe quoted literature relies on tests based ondi@hnates (or interest rate féifentials) irst
proposed in Sansson (1991) he basic idea is that if the foand rate is outside the band, they&rzone
cannot be fully credible.
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agents mightifid a system of discrete changes, that are typicathe laser a short
period, more harmful than simildut more gradual changes under a system xf fle
ible rates.

An alternatve, hut not \ery appealing, »@lanation is preided by political
economy Brada and Mendez (1988) suggest that countries Wil fxchange
rate rgimes are more lidy to use trade restrictions to defend their trade balance.
They find some eidence that countries witlixed rates trade less than countries
with floating rates. Havever, in our cont&t this efect seems ery unlikely
because most countries in the sample (all countries in the ERM) are EU members.

V. Conclusions

This paper tests the relationship betweerhange rate uncertainty and trade with
data fromWestern European countrieBhe analysis uses thfent \ariables as
proxies for uncertaintyall of which gwe consistent result$here vas eidence of
a small lit signifcant ngative efect of bilateral wlatility on trade.

The problem of a possible simultaneity biagswaddressed in oadifferent
ways, and both instrumentadnables andiXed efects wer time gve results con
sistent with the ypothesis of a rgative efect of exchange rate uncertainty on
trade. Neertheless, a Hausman spafion test rejected theypothesis that no
simultaneity bias»asts.

Further research in this area should look at more disgafgicedata. It is more
difficult to find financial instruments to hedgeaaigst exchange rate risk when the
time horizon becomes longérhen EMU might hee a diferent impact across
industries. In sectors where thepert actvity requires lage irvestments, trade
should proe more sensite to exchange rate olatility than in sectors character
ized by “short-term” eports33 For the same reasonxchange rate stability might
be more important for foreign directviestments than for trade ¥s 34

Appendix |I. EU-EMS Chronology

Apr. 1951  European Coal and Steel Communityredty of Riris

Mar. 1957  European Economic Community—relaty of Rome (6 countries)
Aug. 1971 End of the BrettoWood System

Mar. 1972 Introduction of the Snak(Belgium, France, Germgntaly, Netherlands)
May 1972 Denmark, the UK, and Nomy join the Snad

Jun. 1972 Denmark and the UKx@ the Snak.

Oct. 1972 Denmark rejoins the Snak

Jan. 1973 Denmark, Ireland, and the UK become members of EEC
Feh 1973 ltaly exits the Snak.

Jan. 1974  France gits the Snak.

Jul. 1975  France rejoins the Snak

33Stokman (1995) uses disaggaeed, lit not bilateral, data to estimate théeefs of &change rate
volatility on the intra-EU ®ports of fve European countries.

34See Campa and Goldigef1995) or Goldber and Kolstad (1995) for someviglence on the rela
tionship betweenxehange rateolatility and foreign direct wmestment.
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Mar. 1976  France gits the Snak.

Mar. 1979 EMS starts (Belgium, Denmark, France, Germéareland, and Netherlands
with 2.25 percent mgims, Italy with 6 percent).

Jan. 1981 Greece joins EEC.

Jan. 1986 Portugal and Spain join EEC.

Jun.1989  Spain joins the EMS with 6 percent mgaus.

Jan. 1990 The magin for the Italian lira is narmed to 2.25 percent.

Oct. 1990 Unification of Germay The UK joins the ERM with 6 percent ngams.

Feh 1992 MaastrichtTreaty on European Union.

Apr. 1992  Portuagl joins ERM with 6 percent mgins.

Sep. 1992 Italy and the UK suspend participation in the ERM.

Jan. 1993 Single European Masik.

Aug. 1993 ERM magins widened to 15 percent.

Jan. 1995 Austria, Finland, and Sweden join the EU.
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