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Abstract 

We develop an empirical model to predict episodes of debt servicing difficulties (“debt distress”) in 

low-income countries, with three main contributions to the existing literature: First, we develop 

refined measures of external debt distress episodes that allow us to time the onset of distress episodes 

with increased precision. Second, we develop a systematic algorithm to comprehensively assess the 

out-of-sample predictive performance of more than 550,000 candidate binary prediction models 

based on J-K-fold cross-validation. Third, we test whether more sophisticated machine learning 

algorithms can outperform simple probit models. We find that simple single-equation models have 

better predictive power for debt distress than more sophisticated algorithms and are comparable to 

important policy benchmarks such as the current IMF and World Bank debt sustainability 

framework for low-income countries. 
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1. Introduction 

The ability to predict and prevent sovereign debt crises is critical for economic development, as 

sovereign default episodes are associated with severe economic and social costs, including lower 

growth and productivity, increased poverty levels, and reduced foreign investment (Reinhart and 

Rogoff 2009, Aguiar and Amador 2021, Farah-Yacoub et al. 2024). It is therefore no surprise that 

an extensive academic literature has studied the drivers and correlates of sovereign default episodes 

and has attempted to build early warning systems (see Badia et al. 2022 for a comprehensive 

literature review). 

This paper develops an empirical model to predict episodes of external sovereign debt servicing 

difficulties (“debt distress”) in low-income countries (LICs). Three main features distinguish our 

approach from the existing literature. First, we propose refined and simplified measures of external 

debt distress episodes. Identifying debt distress episodes in low-income countries is challenging due 

to a lack of sovereign risk rating and financial market data. Much of the existing literature has 

therefore relied on sovereign debt restructurings and ad-hoc timing assumptions along with other 

signals to construct debt distress episodes (Kraay and Nehru 2006, Rodriguez and Rodriguez 2006, 

IMF and World Bank 2017). Debt restructurings, however, often mark the (attempted) resolution of 

debt distress rather than its onset, diluting the information in the outcome variable in distress 

prediction models (Das et al. 2012). Instead of relying on restructurings, we make use of novel and 

comprehensive datasets of direct payment defaults on private creditors in all low-income countries 

since the 1960s that allow us to time the onset of default events with increased precision (Asonuma 

and Trebesch 2016, Farah-Yacoub et al. 2023).  

Second, we develop a systematic algorithm to comprehensively assess the out-of-sample predictive 

performance of all relevant combinations of explanatory variables in our dataset (resulting in more 

than 550,000 binary prediction models). Most of the existing academic literature relies on the ad-

hoc selection of predictor variables and measures predictive accuracy in-sample (see e.g., 

Detragiache and Spilimbergo 2001, IMF and World Bank 2017). In contrast, our paper relies on a 
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“brute force” comparison approach that first identifies candidate predictor variables from the 

academic literature and then estimates probit models with all relevant combinations of predictors. 

Predictive performance is assessed out-of-sample through J-K-fold cross-validation. Our algorithm 

provides a general empirical framework to identify top performing models, to assess trade-offs 

between model parsimony and predictive accuracy, and to study the relative importance of different 

variables for predicting debt distress.  

Third, we use different estimation strategies and test whether more sophisticated machine learning 

algorithms can outperform the workhorse probit and logit models on which most of the existing 

literature relies. Specifically, we use a Random Forest classifier, one of the most commonly applied 

machine learning classifiers (Badia et al. 2022). Our results show that the best Random Forest 

models perform considerably worse than the best probit models. This suggests that more 

sophisticated prediction algorithms add little value in our setting with a comparatively small dataset 

and a limited number of predictor variables. 

A key contribution of our paper is to systematically identify models with strong predictive 

performance. While there is a trade-off between model parsimony and predictive accuracy, even 

comparatively simple binary prediction models with five predictor variables or fewer can achieve 

strong predictive performance and outperform much more complex models. For example, a very 

simple model with just three variables (institutional strength, external debt service as a share of 

exports, and reserve holdings as a share of imports) generates very good predictive performance 

relative to most alternative models. 

In addition to contributing to the academic literature on early warning systems of debt crises, our 

paper is motivated by the 2024 review of the IMF and World Bank debt sustainability framework 

for low-income countries (the “LIC DSF”). The LIC DSF is used by the IMF and the World Bank 

to assess the debt sustainability of low-income countries and serves as an early warning tool to 

inform the institutions' lending policies, country surveillance work and policy advice. At the heart 
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of the LIC DSF is an empirical model that links the risk of debt distress to country characteristics 

and various debt burden indicators. Our research improves on this empirical model in several ways. 

In addition to proposing a refined outcome measure of debt distress and a systematic approach to 

assessing the out-of-sample predictive performance of candidate prediction models, we show that 

considerably simpler models can deliver predictive power comparable to that of the existing LIC 

DSF prediction model, and may be more amenable to policy use because of their simplicity. 

In line with much of the existing academic literature, our paper first and foremost attempts to predict 

episodes of external debt distress (e.g., Manasse et al. 2003, Kraay and Nehru 2006, Manasse and 

Roubini 2009). At the same time, there is growing recognition that episodes of domestic debt distress 

in low-income countries have become more prevalent over time as sovereign domestic debt has 

expanded significantly in some LICs (IMF 2021a). This trend poses considerable measurement 

challenges given that systematic data on domestic debt, debt service and default are still scarce. We 

address this issue in two ways: First, we supplement our measure of external debt distress episodes 

with data on domestic defaults. We show that external and domestic distress episodes are highly 

correlated, suggesting that models that predict external debt distress with high accuracy are also 

suitable for the prediction of total public debt distress episodes. Second, we include measures of the 

total public debt-to-GDP ratio and total public debt service in our model selection algorithm to 

determine whether domestic debt or debt service is an important predictor of debt distress. While 

conceptually total public debt accumulation should matter for the risk of debt distress through the 

integrated government budget constraint, in practice we find that domestic debt adds little valuable 

information in predicting debt distress episodes. This finding suggests two non-exclusive 

interpretations: (a) sovereigns may have a wider range of options, including monetizing deficits and 

financial repression, to avoid outright default on domestic debt; and/or (b) our measures of domestic 

debt service are too noisy to identify a systematic relationship with debt distress episodes. Both 

interpretations suggest the need for better measurement, both of implicit defaults on domestic debt 

(to address (a)) and of domestic debt stocks and debt service (to address (b)). Finally, it is important 
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to acknowledge that for much of the historical sample period since 1970 on which we estimate and 

evaluate prediction models, domestic debt was comparably small for most LICs. We therefore 

cannot rule out the possibility that the weak historical relationship between domestic debt and debt 

distress will change in the future as domestic debt grows in importance. 

This paper proceeds as follows. Section 2 discusses the underlying data and explains how we 

construct measures of sovereign debt distress. Section 3 introduces our main prediction framework 

and the algorithm that we use to select predictor variables and top performing probit models. Section 

Section 4 presents additional empirical exercises based on alternative prediction algorithms, as well as for 

medium-term prediction horizons. Finally, Section 5 provides a systematic comparison of our preferred 

prediction model with the existing LIC DSF model used by the IMF and the World Bank. The 

Appendix provides additional details on the underlying data and presents selected robustness tests 

and additional results. 

2. Data 

This section explains how we define external sovereign debt distress episodes and introduces the 

variables that we use to predict its occurrence. Appendix A provides more detailed information on 

data sources, variable transformations, and sample coverage. We note at the outset that our sample 

of interest consists of 80 countries for which the IMF and the World Bank apply the LIC DSF to 

assess debt sustainability. This in turn consists of the set of countries eligible for concessional 

lending from the World Bank. This includes all World Bank client countries classified as low-

income, as well as a number of mostly lower-middle-income countries that also are eligible for 

concessional lending from the World Bank. For terminological convenience, we refer to this group 

as “low-income countries”. For these countries, we consider all years with available data between 

1970 and 2021. For additional details see Appendix A1. 

2.1 Measuring external sovereign debt distress 

We define episodes of external debt distress as periods in which at least one of the following two 

conditions holds:  
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(i) The sovereign is in default on its external creditors, as evidenced by a direct default or 

by the substantial and persistent accumulation of interest or principal arrears.  

(ii) The sovereign has received exceptionally large balance of payments assistance in the 

form of non-concessional and rapidly disbursed IMF lending.  

This section discusses each of the two conditions in turn and introduces the resulting external debt 

distress variable.  

2.1.1 Default 

Default is defined as a sovereign’s failure to meet its repayment obligations to its creditors on time 

and beyond the grace period (Das et al. 2012). 

Direct default measure for private creditors: For private external creditors, our default signal 

builds on newly compiled data by Farah-Yacoub et al. (2023) that identifies external defaults on 

private bondholders and commercial banks, leveraging international and local financial news, rating 

agency reports, IMF and World Bank reports and a range of existing academic sources. In this 

dataset, sovereigns enter default through a missed payment on their external creditors and exit 

default by concluding a comprehensive debt restructuring with their creditors. 

Significant and persistent arrears: Low-income countries borrow from a diverse set of official 

and private creditors, but systematic data on the incidence of defaults only exists for private external 

creditors (Horn et al. 2022). In line with most of the literature, we therefore supplement our direct 

default measure for private creditors with an arrears-based proxy to capture defaults to other 

creditors (e.g., Detragiache and Spilimbergo 2001, Kraay and Nehru 2006, Medas et al. 2018, 

Arellano et al. 2022). This is challenging because the relationship between arrears and default is not 

straightforward: not every instance of payment arrears implies that the sovereign is in default or is 

experiencing debt servicing difficulties. Temporary and limited arrears accumulation may be due to 

other reasons, such as low debt management capacity, or might even be a cost-efficient way of 
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obtaining short-term finance in the face of underdeveloped capital markets.2 Indeed, episodes with 

positive outstanding arrears are much more frequent than most indicators of debt distress or default 

imply (see Farah-Yacoub et al. 2022 for a detailed discussion). 

With these considerations in mind, we follow the literature by restricting attention to large and 

persistent arrears accumulation as a signal of debt distress. Specifically, our arrears-based distress 

signal is equal to one if the sum of principal and interest arrears to all external creditors exceeds five 

percent of the public and publicly guaranteed external debt stock and remains above this threshold 

for at least three years (see e.g. Detragiache and Spilimbergo 2001, Kraay and Nehru 2006, and 

World Bank and IMF 2017).3 Data on arrears and debt are taken from the World Bank’s International 

Debt Statistics.  

Debt restructurings: In contrast with most of the existing literature, we do not define debt 

restructurings with official or private creditors as separate distress signals.4 Although sovereign 

defaults and sovereign debt restructurings are closely linked, they are not identical. A default is the 

failure of a sovereign to meet its repayment obligations to its creditors when they are due. In contrast, 

a sovereign debt restructuring is an exchange of an existing debt instrument for a newly issued debt 

instrument through a legal process, most often with net present value losses for the creditor (Das et 

al. 2012).  

In most distress episodes, a default marks the onset of debt distress, while a debt restructuring marks 

the resolution (or an attempted resolution) of the distress episode (Asonuma and Trebesch 2016). 

Default and restructuring can be multiple years apart. For our debt distress prediction exercise, it 

 

2 This could be the case if a sovereign’s marginal borrowing rate is higher than the late payment penalty rate specified 

in one of its loan contracts (see for example Gelpern et al. 2021).  

3 If the threshold is surpassed for at least three consecutive years, each of these years is treated as an external debt 

distress episode. The median arrears to debt level is around 1 percent in our sample and our threshold roughly 

corresponds to the upper third of the distribution.  

4 One exception are preemptive debt restructurings with net present value losses for creditors that we treat as direct 

default events and that are captured in the data on private external defaults compiled by Farah-Yacoub et al. (2023). 

See Asonuma and Trebesch (2016) for a detailed discussion of preemptive sovereign debt restructurings. 
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therefore is crucial to identify the initial default rather than the subsequent restructurings. Figure 1 

illustrates this point by showing the accumulation and resolution of arrears around external debt 

restructurings with private and Paris Club creditors in our low-income country sample. In the median 

country and episode, arrears cross the 5 percent threshold four years before the restructuring.5  

Figure 1. Build-up and resolution of arrears around external debt restructurings 

 
Note: This figure shows the evolution of median principal and interest arrears in percent of the 

outstanding ppg debt stock for years before and after an external debt restructuring with private or 

Paris Club bilateral creditors. Data on arrears is from the World Bank’s International Debt Statistics 

and data on restructurings is from Asonuma and Trebesch (2016) and from Horn et al. (2022). 

2.1.2 Large IMF balance of payments assistance  

Not all debt distress episodes end in default. In the past several decades, an increasing share of debt 

distress episodes in emerging markets and advanced countries have been resolved without any 

missed payments on external creditors (Pescatori and Sy 2007, Mitchener and Trebesch 2023). Many 

recent contributions have therefore identified debt distress episodes as periods in which sovereign 

 

5A detailed analysis of external debt distress episodes and Paris Club debt restructurings underlines this point. In 

Appendix Section A2, we show that the incorporation of Paris Club debt restructurings into our external debt distress 

episode definition yields only few additional episodes. Furthermore, additional episodes lag rather than lead our 

definition of external debt distress episodes, thereby diluting the accuracy of the default signal. 
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bond spreads have exceeded specific thresholds (Aguiar et al. 2016, Dvorkin et al. 2020, 

Krishnamurthy and Muir 2017, Horn et al. 2020, IMF 2021b).  

This approach is not feasible in low-income countries where many sovereigns do not borrow on 

commercial terms, and financial market data is available only for a small subset of countries and 

years. Instead, we rely on the incidence of large IMF programs to signal distress periods that do not 

involve outright default or large arrears accumulation. Specifically, we consider all years in which 

sovereigns draw on more than 30 percent of their quota during the first six months of a non-

concessional IMF lending program to be a signal of debt distress.6 This focus on large upfront 

disbursements follows IMF and World Bank (2017) and attempts to capture episodes of urgent 

financing needs that cannot be met by alternative sources.7 Data on the use of IMF lending comes 

from the IMF’s International Financial Statistics. 

2.1.3 Defining external sovereign debt distress episodes 

We define debt distress episodes as years in which one or more of the debt distress signals are 

observed. This definition results in 90 episodes of debt distress. Figure 2 shows that the three signals 

are roughly equally important for identifying the onset of debt distress episodes and that the relative 

importance of the signals has remained largely stable over time. In line with academic research, we 

identify fewer new distress episodes in the second half of our sample, i.e, after the mid-1990s (see 

Reinhart et al. 2016 for a discussion). Appendix Section A2 provides additional details on the 

 

6 In line with most contributions in the literature, we only consider non-concessional IMF lending programs and exclude 

rapid disbursements made under the IMF’s Poverty Reduction and Growth Trust (PRGT). In many low-income 

countries, lending under the PRGT has been used for extended periods of time and is therefore not necessarily indicative 

of sovereign distress episodes (IMF Independent Evaluation Office 2002, Reinhart and Trebesch 2017). Furthermore, 

PRGT lending is extended at highly concessional interest rates and might give recipient countries a financial incentive 

to apply for these facilities, even if they have access to alternative (more expensive) sources of market financing and are 

not in debt distress. We further exclude rapid disbursements under the IMF’s Rapid Financing Instrument, which often 

addresses funding needs of a limited or transitory nature and which has primarily been used by countries with strong 

fundamentals and at low or moderate risks of debt distress. The IMF distress signal is activated only for the year in 

which the rapid disbursement takes place. 

7 As for our arrears threshold, the 30 percent of quota cut-off value corresponds to roughly the upper third of the 

disbursement distribution in LICs during the first six months of a non-concessional program. 
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incidence and duration of debt distress by presenting external debt distress episodes by signal, year, 

and debtor country. 

Figure 2.  Debt distress episodes by signal and over time 

  

Note: This figure shows the onset of debt distress episodes over time and by the signal, which initially 

triggered the debt distress episode. For a distress episode to be triggered by a given signal, the signal 

needs to be the only signal to indicate distress at the onset of the episode. 

 

2.1.4 Domestic debt distress  

Thus far we have focused on constructing external debt distress episodes. This however ignores 

episodes of domestic debt servicing difficulties. Conceptually this is problematic, because 

governments of many countries in our sample borrow from both external and domestic creditors to 

finance budget deficits. Expanding the set of distress episodes to all instances of public debt distress 

is challenging, since comprehensive data on episodes of domestic debt servicing difficulties does 

not exist for low-income countries.  
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In this subsection we expand our debt distress measure by including domestic distress episodes and 

analyze how the identified distress patterns change. To measure domestic debt distress episodes, we 

build on the dataset of domestic debt restructurings in IMF (2021a) that identifies 67 domestic debt 

restructuring episodes in low-income countries from 1970 to 2020. Since there is no systematic data 

on domestic defaults for our full sample of low-income countries, we need to map these restructuring 

events into defaults by imposing a timing assumption. In line with recent empirical research, we 

assume that domestic defaults occur one year prior to the restructuring.8  

In Appendix Section A2, we provide a detailed account on how our measure of debt distress changes 

once we move from a purely external metric (as defined above) to a public debt distress metric that 

additionally takes domestic debt defaults into account. We find that the incorporation of the 67 

domestic default events leads to only four new debt distress episodes. This is because only few 

domestic debt defaults occur outside of the external debt distress episodes that we have identified 

above, suggesting that episodes of domestic and external debt distress are highly correlated within 

countries. This is in line with the academic literature on financial crises that has emphasized the 

“conglomerate” nature of different types of financial distress (Reinhart et al. 2015, Reinhart 2022). 

For the purpose of our debt distress prediction analysis, this finding implies that by focusing on 

well-documented external debt distress episodes we are likely to capture the vast majority of 

domestic debt distress episodes as well.9 

 

8 A duration of one year between domestic default and restructuring is in line with the median duration of domestic law 

defaults in a sample of 52 low-income, emerging market and advanced economies studied by Erce, Mallucci and 

Picarelli (2022). 

9 In addition to de jure debt restructurings, domestic debt distress episodes can also take the form of de facto defaults 

through inflation that erodes the real value of debt denominated in domestic currency, or through financial repression 

(see for example IMF 2021a, 2021b). We find that de facto domestic defaults are highly correlated with external debt 

distress episodes. Incorporating de facto domestic defaults into the analysis, however, raises additional measurement 

challenges and risks obfuscating the empirical distress prediction analysis, since most variables that are commonly used 

to identify de facto domestic defaults (inflation, interest rates) are also important predictors of debt distress, i.e., right-

hand side variables.  
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2.2. Predictors of debt distress 

To identify candidate predictors of debt distress with good data coverage for our sample of low-

income countries, we begin with the existing LIC DSF model of the World Bank and the IMF (IMF 

and World Bank 2017) and the comprehensive literature review provided by Badia et al. (2022). In 

this subsection, we provide a short overview of all variables and point interested readers to Appendix 

Section A3 for a detailed account of all variable definitions, transformations, and data sources. 

Overall, we consider 28 candidate predictors of debt distress that fall into five distinct categories. 

First, we consider a broad range of debt burden indicators that measure both debt stocks and 

repayment flows and that focus on external as well as on total public (external plus domestic) debt. 

Each debt burden indicator is either scaled by GDP and exports (in the case of stocks) or by exports 

and fiscal revenue (in the case of repayment flows). Measures of external debt (service) are taken 

from the World Bank’s International Debt Statistics. Constructing series of total public debt and 

debt service is challenging since data on domestic public debt (service) in LICs is scarce and 

particularly limited for early parts of the sample. To expand coverage, we piece together data from 

different sources, including the IMF’s World Economic Outlook database and the work by Abbas 

et al. (2010), Mauro et al. (2015) and Reinhart and Rogoff (2011) (see Appendix A3 for details). 

Second, we consider measures of institutional quality and other slow-moving country characteristics 

as emphasized by Reinhart et al. (2003) and Kraay and Nehru (2006). Our primary measure of 

institutional quality is the World Bank’s Country Policy and Institutional Assessment (CPIA) which 

is a composite indicator of a country’s strength in economic policies and public sector management. 

As in IMF (2021), we also use different measures for a country’s credit and default history, openness 

to trade and GDP per capita to measure structural country characteristics and overall resilience to 

debt distress. Third, we consider GDP growth rates and inflation rates to assess the cyclical position 

of the debtor economy and therefore its short-term ability to repay. Fourth, we use two variables 

from the Database of Political Institutions (Cruz et al. 2021) to measure political instability. 

Specifically, we use the number of years that the chief executive has been in office and the number 
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of years that are left in the chief executive’s term as proxies for the position of the country in the 

political cycle and potential signals for vulnerabilities from heightened political uncertainty. Fifth, 

we rely on different measures to capture the impact of external macroeconomic and financial 

conditions on debt vulnerabilities in developing countries (see e.g. Reinhart and Rogoff 2009 or 

Johri et al. 2022). Our measures include different indicators for capital inflows (the current account 

balance, net FDI inflows and remittances)10, changes in exchange rates and the terms of trade, as 

well as proxies for global financial conditions (US Treasury yields, global real GDP growth). 

Finally, we include a country’s stock of foreign exchange reserves as a measure for the country’s 

capacity to absorb external shocks. 

3.  Predicting debt distress 

3.1 Prediction strategy 

Our focus in this paper is on predicting future debt distress, conditional on not currently being in 

debt distress, i.e., we are interested in predicting the onset of debt distress episodes, but not their 

duration. Formally, define 𝑆𝑐𝑡 = 1 if any one of the three signals of debt distress is observed in 

country c at time t, and zero otherwise. Our sample of interest consists of all country-year 

observations for which 𝑆𝑐𝑡 = 0, 𝑆𝑐𝑡−1 = 0 and 𝑆𝑐𝑡−2 = 0, i.e., the country currently is not in debt 

distress and has not been in debt distress in either of the two previous years.   

For these observations, we are interested in predicting whether a debt distress episode begins in any 

of the following 𝑘 years. To measure this outcome, we define a binary variable 𝑌𝑐𝑡+𝑘 = 1 if 

𝑚𝑎𝑥{𝑆𝑐𝑡+1, … , 𝑆𝑐𝑡+𝑘} = 1 and 𝑌𝑐𝑡+𝑘 = 0  otherwise. We refer to this binary outcome as a debt 

distress event, i.e., the onset of a debt distress episode. Our goal is to model 𝑃[𝑌𝑐𝑡+𝑘 = 1|𝑋𝑐𝑡] where 

𝑋𝑐𝑡 is a vector of explanatory variables available at time 𝑡.  In our main results in this section, we 

focus on one year-ahead predictions, i.e., the case where 𝑘 = 1 and the event of interest is whether 

 

10 Data on remittances exhibits various peculiarities and is discussed in greater detail in Appendix Section A4. 
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debt distress occurs in the following year. In Section 4, we also consider prediction horizons of 𝑘 =

5 years. 

In our main results, we model the probability of a debt distress event using a very simple probit 

specification: 

 𝑃[𝑌𝑐𝑡+𝑘 = 1|𝑋𝑐𝑡] = Φ(𝛽𝑘
′ 𝑋𝑐𝑡) 

where Φ(. ) denotes the normal cumulative distribution function, 𝑋𝑐𝑡 is a vector of predictors 

(including an intercept), and 𝛽𝑘 is a conformable vector of parameters.   

We use the estimated model to generate binary predictions of debt distress events. For each 

observation in our dataset, we first generate a predicted probability �̂�𝑐𝑡+𝑘 = Φ(�̂�𝑘
′ 𝑋𝑐𝑡) where �̂�𝑘 

denotes the vector of estimated slope coefficients.  We then generate a binary prediction �̂�𝑐𝑡+𝑘 = 1 

if �̂�𝑐𝑡+𝑘 > 𝑝∗ and �̂�𝑐𝑡+𝑘 = 0 otherwise, for a given threshold probability 𝑝∗. 

We choose the threshold probability 𝑝∗ to minimize a prediction loss function that penalizes the rate 

of false positives FPR (incorrectly predicting distress events when distress does not occur, as a share 

of non-distress events) and the rate of false negatives FN (incorrectly not predicting distress events 

when distress occurs, as a share of distress events), as: 

𝐹𝑃𝑅 = (∑(1 − 𝑌𝑐𝑡+𝑘)  �̂�𝑐𝑡+𝑘

𝑐,𝑡

) / ∑(1 − 𝑌𝑐𝑡+𝑘)

𝑐,𝑡

 

𝐹𝑁𝑅 = (∑ 𝑌𝑐𝑡+𝑘(1 −  �̂�𝑐𝑡+𝑘)

𝑐,𝑡

) / ∑ 𝑌𝑐𝑡+𝑘

𝑐,𝑡

  

We use the following quadratic mean loss function to evaluate predictions: 

 𝐿 = √𝑤𝐹𝑁𝑅2 + (1 − 𝑤)𝐹𝑃𝑅2 

where 𝑤 is a weight parameter that we set at 𝑤 = 0.5 throughout. This loss function penalizes the 

rate of false positive and false negative errors. In addition, it penalizes models that generate very 
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different false positive and false negative error rates. For example, a model with 𝐹𝑁𝑅 = 0.8 and 

𝐹𝑃𝑅 = 0.2 is penalized more heavily than a model with 𝐹𝑃𝑅 = 𝐹𝑁𝑅 = 0.5 even though the 

average of the false positive and false negative rates is the same for both models. We rely on this 

functional form for the prediction loss function to capture the fact that in many policy applications, 

users are unlikely to be indifferent between these models, and specifically are unlikely to be 

comfortable with a prediction model that tolerates very high rates of false negatives (positives) to 

achieve low rates of false positives (negatives).11  

Since we are primarily interested in the out-of-sample predictive performance of the model, we 

implement this approach using J-K-fold cross-validation. Specifically, we divide our sample into 

𝐾 = 10 randomly selected, stratified, equally sized, mutually-exclusive and exhaustive subsets. We 

successively hold back one subset of the data at a time (the “test” sample) and estimate the probit 

model in the remainder of the dataset (the “training” sample). Using the estimated parameters from 

the training sample, we generate predicted probabilities for each observation in the test sample. We 

then choose the cutoff probability 𝑝∗ to minimize the prediction loss function in the test sample. We 

repeat this process over all 10 subsets of the data, which produces binary predictions for all 

observations in the sample. This in turn allows us to calculate the false positive and false negative 

rates for the entire sample. Finally, since the partition of our model into subsamples is random, to 

reduce variability we repeat the K-fold cross-validation 𝐽 = 10 times and summarize the 

performance of the model with the mean of the prediction loss function across each of these 𝐽 

repetitions. We also retrieve the standard deviation of the loss function across these 𝐽 replications 

 

11 We focus on rates of false positive and false negative errors as a straightforward method to address class imbalance. 

In our core estimation sample, only 4 percent of country-year observations, correspond to debt distress events. If the 

accuracy of predictions were to be evaluated using only the counts of false positive and false negative errors, a 96 

percent accuracy rate could be achieved simply by predicting no distress for all observations. Focusing on rates of 

false positive and false negative errors in effect assigns greater weight to false negative errors and serves as a simple 

and transparent alternative to techniques to address class imbalance such as up-sampling. 
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and use it to construct a confidence interval around the mean value of the prediction loss function 

for the model.12  

3.2 Variable selection 

One of the main contributions of this paper is that we implement a systematic approach to the 

selection of the set of predictors of debt distress included in the vector of right-hand-side variables 

𝑋𝑐𝑡. We do this by “brute force” consideration of all relevant combinations of the 28 explanatory 

variables described in Section 2.2. Without further constraints, this would result in over 268 million 

(228 = 268,435,456 ) models to consider. To limit the sheer number of models to estimate, we 

impose three constraints on the set of models considered.13   

• First, we require all models to include the CPIA measure of policy. The rationale for this is 

that we would like to focus attention on models that could be used in the World Bank and 

IMF LIC DSF, in which countries’ policy performance as measured by the CPIA plays a 

central role.14 

• Second, since we are analyzing debt sustainability, we require all models to include at least 

one variable related to debt (either stock or flow).   

• Third, many of the categories of explanatory variables discussed in Section 2.2 contain 

multiple proxies for the same concept. For example, debt service as a share of exports and 

debt service as a share of government revenues are conceptually similar measures of the flow 

of debt service obligations. We impose the constraint that models can contain at most one 

 

12 Specifically, the confidence interval is defined as �̅� ± 𝑧𝑆𝐷(𝐿)/𝐽 where �̅� and 𝑆𝐷(𝐿) are the mean and standard 

deviation of the prediction loss function across the 𝐽 replications and 𝑧 is the percentile of the normal distribution that 

delivers the desired confidence level. 

13 While variable selection can also be performed through shrinkage methods like the least absolute shrinkage and 

selection operator (lasso), its objective function, which balances the sum of squared residuals with a penalty on the 

absolute values of the coefficients, does not align with our desired prediction loss function based on type 1 and type 2 

errors. Moreover, the lasso does not allow for a direct comparison of each model's performance, which is a core element 

of our model selection exercise. 

14 Imposing this constraint does not affect the results of our model selection algorithm since prediction models without 

the CPIA measure generally do not achieve significantly higher predictive accuracy than models with the CPIA measure. 
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debt stock measure, at most one debt flow measure, at most one credit history variable, at 

most one measure of the political cycle, and at most one measure of the change in the value 

of local currency. 

Even with these constraints, we have a very large set of 559,872 candidate models to consider. To 

facilitate the interpretation of the results, we restrict our sample of observations to those for which 

all 28 explanatory variables are available. This results in a dataset of 1,002 observations, of which 

40 correspond to the onset of a debt distress episode.  

3.3 Predictive performance 

Figure 3 summarizes the main results of our prediction exercise. It plots the false positive and the 

false negative rates for each of the 559,872 probit models, with each marker representing a different 

model. Grey lines are isoquants showing all combinations of false positive and false negative rates 

that achieve the same value for the loss function. Points closer to the origin correspond to better 

predictive accuracy and a lower prediction loss function. The model that reaches the lowest isoquant 

has the best predictive performance. 

As explained above, our assessment of model performance is based on a J-K-fold cross validation 

approach that trains and tests models on different randomly-selected segments of the data, resulting 

in measures of performance that themselves are random. In addition to the top performing model, 

Figure 3 therefore also shows the set of 22 models whose loss functions fall within the 99% 

confidence interval of the best model’s loss function and the set of 10 models with loss functions 

within two standard deviations of the best model’s loss function. 
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Figure 3. Error rates and loss functions for full model space 

 
Note: This figure shows false positive and false negative error rates for the full model set of all 

559,872 probit models. Grey lines indicate combinations of false positives and false negatives 

that yield the same quadratic loss function. The histograms on the horizontal and vertical axis 

show the marginal distribution of models across false and negative rates separately. 

Figure 4 illustrates the tradeoff between model parsimony (i.e., the number of explanatory variables) 

and predictive performance. In our model comparison setup, the most parsimonious model with the 

best performance contains only the CPIA and debt service over exports and generates a prediction 

loss function of 0.36. Adding explanatory variables generally improves model performance on 
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average, as indicated by the downward-sloping pattern of red dots indicating average model 

performance for each model size, with the biggest marginal benefit arising from adding a third 

variable to a model with just two variables. Thereafter, giving up parsimony for accuracy yields 

more limited returns. The performance of the best model for each model size improves rapidly for 

models up to five variables, but then flattens out considerably. In other words, with only five 

variables, one can arrive at prediction models that perform only slightly worse in predicting debt 

distress than significantly more elaborate model with a total of more than ten variables. Furthermore, 

starting with 12 variables, adding more information no longer increases the predictive performance 

even of the best models.  

Figure 4. Loss functions and model parsimony 

 

Note: This figure plots the prediction loss function (vertical axis) against the number of included regressors 

in the debt distress prediction model (horizontal axis). Each dot represents one of the 559,872 models.  

Table 1 displays the top performing models and presents loss functions, error rates and standardized 

regression coefficients for the most accurate prediction models by different degrees of model 
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parsimony.15 The regression results reveal interesting insight on the relative strength of different 

RHS variables in predicting external debt distress. The external debt service over exports ratio and 

the reserves over imports ratio are included in all top performing models and enter the regressions 

with economically sizeable and statistically highly significant coefficients. This suggests that these 

two variables contain particularly valuable information for the prediction of debt distress. None of 

the other predictor variables consistently enters the top performing models.16 Finally, previewing 

our subsequent results below, we note that the best-performing model with only three explanatory 

variables includes the CPIA, total debt services, and the reserves-to-imports coverage ratio, and 

achieves quite respectable predictive power.  

While all models shown in Table 1 exhibit strong predictive performance, not all are amenable for 

policy use. Some of the models include predictor variables with counter-intuitive coefficient signs 

that would lead to perverse incentives when applied in a policy setting. The public debt to export 

ratio in models 3 and 4, for example, enters the regressions with a negative sign, suggesting that 

higher debt burdens are associated with lower distress risk.17 Other models include variables with 

very small coefficient sizes, e.g., the external public debt stock as a share of GDP in model 7, and 

therefore contribute very little to the predicted probability of distress. Finally, some models include 

variables with low data coverage or severe measurement issues, such as the remittances over GDP 

 

15 Standardized regression coefficients in this probit setting are defined as 𝛽𝑥
𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑖𝑧𝑒𝑑  =   

𝛽𝑥
𝑚𝑎𝑟𝑔𝑖𝑛𝑎𝑙

 𝜎𝑥   

𝜎�̂�
, where   

𝛽𝑥
𝑚𝑎𝑟𝑔𝑖𝑛𝑎𝑙

 is the estimated marginal effect of variable 𝑥; 𝜎𝑥 is the standard deviation of 𝑥, and 𝜎𝑝 is the standard deviation 

of the predicted probabilities for the model. These coefficients measure the number of standard deviations the predicted 

probability of distress increases with a one-standard deviation increase in the explanatory variable, holding fixed all the 

other explanatory variables at their sample means. 

16 The CPIA score is required to be included in all models, since we want to restrict attention to models that could 

potentially be used in the context of the IMF and World Bank debt sustainability analysis. On the importance of 

institutional quality and the CPIA for debt distress prediction see Reinhart et al. (2003) and Kraay and Nehru (2006). 

17 This somewhat peculiar finding happens surprisingly often in our unconstrained model space when models contain 

one debt service variable – which typically enters negatively and highly significantly – and one debt stock variable.  

This may reflect the fact that, conditional on the level of debt service which raises the risk of debt distress, higher debt 

stocks may reflect persistent stronger fundamentals that encouraged creditors to lend to the country, which would lower 

the risk of debt distress.   
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ratio included in models 6 and 7 (for a detailed discussion of the measurement issues in remittances, 

see Appendix A4). We address these undesirable features of some of the top models systematically 

in the next subsection. 

 

Table 1. Top performing prediction models by number of predictors 

 

Note: This table shows standardized marginal effects for the top prediction models, i.e., the number of standard 

deviations increase in the predicted probability corresponding to a one standard deviation increase in the explanatory 

variable, holding all other variables constant at their sample means. Each of the models shown in this table minimizes 

the loss function for a given number of predictor variables. Stars refer to statistical significance of the underlying probit 

coefficient estimates: * p<0.1, ** p<0.05, *** p<0.01. All regressions include a constant not reported here.  

 

(1) (2) (3) (4) (5) (6) (7)

CPIA -0.15** -0.10* -0.10* -0.08* -0.07* -0.06* -0.06**

Ext. debt service / exports 0.22*** 0.19*** 0.25*** 0.22*** 0.22*** 0.12*** 0.12***

Reserves / imports -0.24*** -0.23*** -0.20*** -0.20*** -0.13** -0.09**

Public debt / exports -0.10 -0.11

Inflation 0.08

GDP p.c. 0.12*** 0.12*** 0.11***

NPV of ext. debt / exports -0.08

GDP growth -0.10**

Remittances / GDP -1.74** -1.64**

Post-2001 dummy -0.07 0.01

Remittances / GDP x post-2001 1.62** 1.54**

US 10-year yield 0.08*

Ext. debt stock / GDP -0.03

Years left in current term -0.06

Number of variables 2 3 4 5 6 7 10

Loss function 0.37 0.31 0.29 0.27 0.26 0.25 0.23

False positive rate 0.37 0.32 0.30 0.25 0.20 0.25 0.22

False negative rate 0.36 0.30 0.28 0.28 0.31 0.24 0.23

Number of observations 1,002 1,002 1,002 1,002 1,002 1,002 1,002

Dependent variable: Incidence of external sovereign debt distress in t+1
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3.4 Model selection 

In the previous subsection we measured the out-of-sample predictive performance of 559,872 probit 

models and identified a large set of models with strong predictive performance. For practical policy 

applications, however, we need to narrow down to one or a few models with the “best” predictive 

performance. Doing so is not straightforward, for two reasons. First, although we perform repeated 

J-K-fold cross-validation, the random partitioning of data into training and test data sets inevitably 

creates some random variation in the prediction loss function. Second, and as discussed, there are 

considerations beyond raw predictive power that are relevant in policy applications of a debt distress 

prediction model. To address this second concern, we impose three additional filters to restrict 

attention to models with desirable properties beyond prediction accuracy. The following subsections 

address each of the three filters in turn. Appendix Table B1 provides additional details by 

documenting how each of the predictor variables is affected by the filters.   

3.4.1 Ruling out perverse policy incentives 

As explained in the introduction, the debt sustainability framework for low-income countries not 

only functions as an early warning system but also informs a wide range of macroeconomic and 

financial policies. The model, for example, is used to inform low-income countries’ borrowing 

decisions and serves as a guide on how to balance funding needs with a country’s ability to repay. 

In this context, we need to ensure that the debt distress model does not create perverse policy 

incentives. For example, the application of a debt distress prediction model with a negative 

coefficient on a debt stock variable, for example, would imply that low-income countries should 

(infinitely) increase their debt stocks in order to reduce distress vulnerability. 

To rule out such perverse policy incentives, we consider only models in which the estimated 

coefficients on debt stock and flow measures are positive, and the estimated coefficients on the 

reserves over imports ratio and the CPIA are negative, in any models in which any of these variables 

appear. Applying this filter eliminates 27% of all models. Although this might appear as fairly 
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restrictive, it is important to note that a large share of these models would otherwise also have been 

dropped by one or both of the filters described below.  

3.4.2 Data availability 

The debt distress prediction model needs to be applicable to all low-income countries in a timely 

manner. It is therefore crucial that the model only requires data inputs that are readily available for 

a broad cross-section of LICs. To rule out models with infeasible data requirements, we construct a 

data availability factor that measures the share of country-year observations since 2000 for which 

all data inputs for a model are available. We use this measure to rule out all models with data 

availability below 90 percent, i.e. models in which more than 10 percent of country-year 

observations since 2000 are missing. 14% of the models that remained in the sample after applying 

the perverse incentives filter pass this threshold.  

3.4.3 Economically meaningful effect sizes 

Finally, the inclusion of additional variables is costly in the practical application of the model, e.g., 

for data compilation and projection, as well as increasing model complexity. To justify these efforts, 

one would therefore prefer a model in which all estimated coefficients have economically 

meaningful effect sizes. This also ensures that policy advice is targeted at variables with significant 

impact on the overall debt distress rating, rather than at variables that have quantitatively negligible 

effects on the predicted probability of distress. To rule out models with economically meaningless 

effect sizes, we require all normalized marginal effects to be greater than 0.05, corresponding to 

roughly the 20th percentile of the distribution of this measure across all variables in all models.18 Of 

the remaining models, after having applied the perversive-incentives and the data availability filter, 

17% of the models pass this threshold. Note that one economically insignificant variable in a model 

 

18 In the case of the three remittances variables, economic meaningfulness requires the product of the standard deviation 

of remittances and the sum of the marginal effects of remittances relative to GDP and the interaction with the post-2001-

dummy to exceed 5% of the standard deviation of the predicted probabilities of the model in question (see Appendix 

A4 for details on our treatment of remittances data).  
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is sufficient for this rule to bind, which explains why a threshold at the 20th percentile excludes 83% 

of all models. After the application of this filter, we are left with a total of 9,429 models.  

3.5 Top models 

This subsection presents the top performing models from our model selection exercise, i.e., the 

models that have the highest predictive performance among the set of models that fulfil the desirable 

properties described in Section 3.4. We present top models for different degrees of parsimony, taking 

into account the trade-off between predictive accuracy and the number of included variables 

illustrated in Figure 4 above. 

All models presented in Table 2 combine high predictive accuracy with high data coverage. All 

estimated coefficients have economically meaningful effect sizes and none of the models implies 

perverse incentives for policy trade-offs. In this sense, the proposed models are all suitable for policy 

application. Table 2 confirms the importance of projected debt service flows in percent of exports 

which, in contrast to debt stock measures, consistently enter the top performing models. 

Additionally, the reserves over import ratio, GDP per capita and inflation are shown to be valuable 

predictor variables for debt distress in low-income countries. 

It also is striking to notice how few explanatory variables enter in this set of top-performing models. 

While we have considered all relevant combinations of the set of 28 potential predictors of debt 

distress, the best-performing models with two through seven predictors jointly include only 9 of 

these variables. Most notably, measures of the NPV of external debt, and measures of the stock of 

domestic debt and the flow of domestic debt service are not included in any of the models with the 

best predictive performance. For the NPV of external debt, this in part reflects the one-year-ahead 

prediction horizon of interest. Over this short horizon, it is not surprising that immediate debt service 

due the following year is a strong predictor of debt distress, while the flow of debt service in the 

distant future captured in the NPV of debt is not.  
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Table 2. Best prediction models for one-year ahead debt distress prediction 

 

Note: This table shows standardized marginal effects for the top prediction models, i.e., the number of standard 

deviations increase in the predicted probability corresponding to a one standard deviation increase in the explanatory 

variable, holding all other variables constant at their sample means. Each of the models shown in this table minimizes 

the loss function for a given number of predictor variables and satisfies the additional model selection constraints 

described in Section 3.4. Stars refer to statistical significance of the underlying probit coefficient estimates: * p<0.1, ** 

p<0.05, *** p<0.01. All regressions include a constant not reported here.   

For domestic debt, recall from our discussion of debt distress events in Section 2 that episodes of 

external and domestic debt distress tend to coincide, at least to the extent that we can measure the 

latter well. Despite this, measures of stocks of total public debt and total public debt service, which 

(1) (2) (3) (4) (5) (6) (7)

CPIA -0.15** -0.10* -0.12** -0.08* -0.08** -0.06 -0.11**

Ext. debt service / exports 0.22*** 0.19*** 0.18*** 0.17*** 0.17*** 0.15***

Reserves / imports -0.24*** -0.21*** -0.17*** -0.15** -0.17*

GDP p.c. 0.18*** 0.14*** 0.16*** 0.13** 0.25***

Inflation 0.11** 0.09** 0.11

GDP growth -0.09** -0.09*

Credit history -0.07 -0.07

Commodities terms of trade -0.08* -0.09

US 10 year yield 0.08* 0.12*

Openness -0.10

CA balance / GDP -0.06

Ext. debt stock / exports 0.09

Number of variables 2 3 4 5 6 7 10

Loss function 0.37 0.31 0.29 0.27 0.26 0.27 0.29

False positive rate 0.37 0.32 0.33 0.21 0.25 0.19 0.30

False negative rate 0.36 0.30 0.24 0.32 0.28 0.34 0.27

Data coverage since 2000 0.96 0.94 0.91 0.93 0.91 0.92 0.92

Number of observations 1,002 1,002 1,002 1,002 1,002 1,002 1,002

Dependent variable: Incidence of external sovereign debt distress in t+1



25 

 

include domestic debt, do not enter any of the top-performing prediction models. This finding admits 

two overlapping interpretations: (a) sovereigns may have a wider range of options, including 

monetizing deficits and financial repression, to avoid outright default on domestic debt; and/or (b) 

our measures of domestic debt stocks and debt service are too noisy to identify a systematic 

relationship with debt distress episodes. Both interpretations suggest the need for better 

measurement, both of implicit defaults on domestic debt (to address (a)) and of domestic debt stocks 

and debt service (to address (b)). 

Choosing a final model from this set of top performing models boils down to trading off the desired 

degree of parsimony and data coverage with the desired degree of predictive accuracy. A simple 

model with just the CPIA, debt service over exports and the reserve over imports ratio reaches an 

impressive loss function of only 0.31. This loss function can be further reduced to 0.27 with the 

addition of two regressors, GDP per capita and the GDP growth rate, with only small costs to data 

availability and parsimony. Adding more variables to this model with 5 predictors yields only 

minimal gains in predictive accuracy but comes with the cost of (slightly) lower data coverage and 

parsimony. 

Comparing Table 1 and 2, it is notable that the best models with two and three predictors are the 

same, meaning that the application of the model selection filters in Section 3.4 does not affect these 

two models. In other words, these are the unconstrained best models with two and three predictors 

in our entire model space. However, for models with four or more predictors, imposing the model 

selection filters in Section 3.4 does come at some cost of predictive performance. For example, the 

best-performing model in Table 1 achieves a prediction loss function of 0.26, while among the 

unconstrainted set of models in Table 1, the lowest value of the prediction loss function is 0.23.  
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3.6 Robustness 

In the previous subsections, all 559,872 probit models were estimated on the same dataset of 1,002 

country-year observations to ensure comparability of performance across models. In this section, we 

provide a robustness test that re-estimates each of the best models in the largest possible data sample 

for each model. In contrast to the previous exercises, model performance here is not directly 

comparable across models, but provides valuable insights in how stable the predictive performance 

of each model is to the inclusion of additional data points. 

Figure 5. Re-estimation of top models in larger data sample 

 

Note: This figure shows how the loss function of each of the best models (see Table 2) changes when the model is re-

estimated in the largest possible data sample. “n” refers to the number of predictor variables included in each model. 

The loss function on the horizontal axis is estimated in the core sample of 1,002 country-year observations, for which 

data exists for all candidate models. The loss function on the vertical axis is estimated in the largest data sample available 

for each model. The blue color scale indicates the extent to which sample size increases. 

Figure 5 presents the results from this exercise. It depicts the loss function achieved in the previous, 

fixed sample on the horizontal axis and the loss function estimated in the new, larger sample on the 

vertical axis. Our results show large differences in the robustness of models to changes in the 

increase in sample size. The parsimonious models (with 2 and 3 predictor variables) show 
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comparatively robust predictive accuracy in the enlarged sample, whereas most of the more complex 

models experience significant reductions in their predictive performance. This is remarkable given 

that sample size increases most for models with few predictor variables (as indicated by the blue 

color scale).  While it is difficult to generalize definitively, the evidence in Figure 5 suggests that 

model stability is a further reason to prefer more parsimonious models over less parsimonious 

models.  

4 Model extensions 

This section extends the one-year ahead probit prediction models analyzed in the previous section 

by considering two alternative approaches: machine learning models (Section 4.1) and five-year 

ahead predictions that are a common use case in policy applications (Section 4.2). 

4.1 Alternative algorithms 

Probit (and Logit) models have long been the standard methodology used in debt prediction models. 

Yet, recent decades have seen a rise in the use of alternative machine learning methods in the 

literature on crisis prediction (Badia et al. 2022). 

To test whether alternative methods might outperform the Probit algorithm in the prediction of debt 

distress in low-income countries, we perform a horse race with a Random Forest classifier, one of 

the most commonly applied machine learning classifiers. The Random Forest classifier has multiple 

attributes that render it a potentially well-suited alternative to the Probit models in the context of 

debt distress. Random Forest models are unaffected by collinearity in the data, handle data with 

outliers well,19 and although sometimes described as a “black box”, Random Forest models do 

provide information on the most important variables (or features). Furthermore, the algorithm is 

relatively easy to explain in non-specialist terms, which would be of value for the application of the 

distress prediction model in policy contexts.  

 

19This is only true when outliers are in the training sample. Random Forests perform less well when extrapolating to 

data in ranges not existent in the training set.  
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Figure 6. Error rates and loss functions for full model space – alternative algorithms 

 

Note: This figure shows false positive and false negative error rates for the full model set of all 

559,872 probit models and for all Random Forest specifications. Grey lines indicate 

combinations of false positives and false negatives that yield the same quadratic loss function. 

The histograms on the horizontal and vertical axis show the distribution of models across false 

and negative rates. 

To test whether the Random Forest outperforms the Probit method applied in Section 3, we perform 

a grid search over 56 potential specifications of the Random Forest (a process also referred to as 

“parameter tuning”). Because of the imbalanced data structure, all Random Forest models apply 

balanced class weights in all specifications, meaning the algorithm applies weights that are inversely 
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proportional to each class’s frequency in the input data. We test all combinations of the following 

parameters: 

• As a split-quality-measure, we run the algorithm with a gini-measure, as well as entropy 

for the Shannon information gain.  

• For the number of estimators (the number of trees), we test four values between 25 and 

100.  

• For the maximum depth of the forest (maximum number of nodes), we consider six steps 

between 10 and 110, as well as a specification without any constraint on the maximum 

depth.  

For each specification we then apply J=10 stratified K-fold cross validations (K=10), ensuring that 

the frequency of the positive class is the same across folds. Unlike in the approach applied with the 

Probit classifier, we do not run the Random Forest for each combination of right-hand-side variables 

separately, since the Random Forest algorithm omits variables that do not provide added 

information, and hence chooses the optimal combination of variables organically.  

Figure 6 plots the resulting error rates and loss functions. It is evident that the best performing 

Random Forest Models perform significantly worse than the best probit models identified in Section 

3 of the main text. 

4.2 Predicting debt distress five years into the future 

Our baseline empirical model is designed to predict debt distress one year into the future. However, 

most policy applications focus primarily on predicting debt distress over medium term horizons. 

Practitioners often meet this need by generating projections of future debt burden indicators under 

alternative scenarios, and then examine whether these projections cross thresholds derived from one-

year-ahead prediction models (see for example Appendix Section C for a description of the IMF and 

World Bank debt sustainability framework). A shortcoming of this approach is that it creates space 

for optimism bias. Projected debt ratios are naturally sensitive to assumptions about future 

borrowing needs, borrowing costs, exchange rate movements, and future growth which affects the 
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denominator when projecting debt ratios into the future. This opens space for optimistic assumptions 

about the future, leading to lower projected debt burden indicators and a lower projected risk of debt 

distress (see e.g., Frankel and Schreger 2013, Beaudry and Willems 2022, Estefani-Flores et al. 

2023). 

An alternative approach that eliminates scope for optimism bias is to base predictions of debt distress 

at year 𝑡 + 𝑘 only on data that is available at time 𝑡. While predictions of debt distress further into 

the future inevitably will be less accurate, they may nevertheless be more reliable when compared 

with the alternative of combining a more accurate one-year-ahead prediction model with auxiliary 

predictions of future debt burden indicators that may suffer from overoptimism bias. 

In this section we investigate how well our setup predicts debt distress five years into the future.  

Specifically, we seek to predict the binary indicator 𝑌𝑐𝑡+5 which is equal to one if there is a signal 

of debt distress in country 𝑐 in any of the five years subsequent to 𝑡, using explanatory variables 

dated at time 𝑡, i.e. 𝑋𝑐𝑡. We first form a sample of observations for which data on 𝑌𝑐𝑡+5 and 𝑋𝑐𝑡 are 

available. Necessarily, this sample stops in 2016 (because the last year in our dataset is 2021). This 

results in a sample of 899 observations, of which 175 correspond to a transition into debt distress.20 

In this sample, we run our model selection algorithm based on J-K-fold cross-validation of all 

possible models satisfying the constraints described in Section 3.1. Once we have established the 

predictive accuracy for each candidate model, we apply the model selection procedure described in 

Section 3.4 to rule out models that provide perverse policy incentives, include economically 

meaningless coefficients, or require variables with unsatisfactory data availability.21 

 

 

20 Note that although the rate of true positives in the five-year-ahead sample is higher (19 % vs 4 %), the loss function 

remains a suitable metric to compare the best performing models across the two approaches. This is because the baseline 

loss function against which they are compared, is independent of the true positive rate.  

21 See Table B2 in Appendix Section B for a regression table with the unconstrained top prediction models. 
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Table 3. Top performing prediction models for five-year ahead debt distress prediction 

 

Note: This table shows standardized marginal effects for the top prediction models, i.e., the number of standard 

deviations increase in the predicted probability corresponding to a one standard deviation increase in the explanatory 

variable, holding all other variables constant at their sample means. Each of the models shown in this table minimizes 

the loss function for a given number of predictor variables and satisfies the additional model selection constraints 

described in Section 3.4. In contrast to the tables shown in Section 3, the dependent variable in this table measures the 

incidence of debt distress in any of the next five years. Stars refer to statistical significance of the underlying probit 

coefficient estimates: * p<0.1, ** p<0.05, *** p<0.01. All regressions include a constant not reported here.  

(1) (2) (3) (4) (5) (6) (7)

CPIA -0.41*** -0.41*** -0.36*** -0.37*** -0.31*** -0.32*** -0.33***

Ext. debt service / exports 0.66*** 0.72*** 0.66*** 0.64*** 0.55*** 0.51*** 0.63***

GDP p.c. 0.59*** 0.60*** 0.64*** 0.53*** 0.60*** 0.57***

Inflation 0.19** 0.18**

Openness -0.09 -0.15 -0.17

CA balance / GDP -0.25*** -0.29*** -0.21***

Credit history -0.30*** -0.28*** -0.28***

US 10 year yield 0.31*** 0.31***

Reserves / imports -0.27***

Y.o.y. change in FX rate -0.24***

Number of variables 2 3 4 5 6 7 8

Loss function 0.40 0.30 0.29 0.29 0.28 0.28 0.28

False positive rate 0.41 0.30 0.30 0.30 0.29 0.26 0.27

False negative rate 0.40 0.29 0.27 0.27 0.28 0.29 0.28

Data coverage since 2000 0.96 0.93 0.91 0.91 0.93 0.93 0.93

Number of observations 899 899 899 899 899 899 899

Dep. variable: Incidence of external sovereign debt distress within next five years
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Table 3 summarizes the results of the model selection algorithm and presents the most accurate 

prediction models for different degrees of parsimony. As in the one-year ahead prediction exercise, 

we include the CPIA measure of institutional quality in all models.  Beyond this, the results confirm 

the importance of debt service over exports, which is consistently included in the top performing 

models. In contrast to the one-year prediction exercise, reserves over imports do not play the same 

prominent role as a top predictor. This is in line with economic intuition since reserves only provide 

a buffer against short-term liquidity issues but cannot provide an effective remedy against more 

structural debt issues. Instead, slow-moving variables such as GDP per capita or a country’s credit 

history play more valuable roles in debt distress prediction. GDP per capita enters the prediction 

models with a significant and positive coefficient, implying that – all else equal – countries with 

higher income are more likely to experience external sovereign debt distress. This correlation is 

likely to be driven by the fact that more developed countries rely more heavily on market finance 

and are therefore exposed to higher volatility in borrowing costs and market access.  

The top models for five-year ahead debt distress prediction perform only slightly worse than their 

counterparts for the one-year ahead horizon. In the one-year ahead prediction exercise, the loss 

function was minimized at 0.26 by the best model with six predictor variables. This compares to a 

slightly higher loss function of 0.28 in the top performing model with six, seven or eight predictor 

variables for the five-year horizon. For more parsimonious models, we even see a small increase in 

predictive accuracy. While the top model with only three predictor variables reached a loss function 

of 0.31 in the one-year ahead prediction exercise, the top model with three predictors in the five-

year ahead prediction achieves a loss function 0.30. Overall, these results suggest that predicting 

debt distress over longer horizons can be done with limited loss of predictive accuracy. This could 

be a promising alternative to the existing practice of predicting medium-term debt distress by 

projecting debt burden indicators into the future. 
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5.  Comparison with the existing IMF and World Bank LIC DSF 

In this section, we compare the predictive performance of our preferred model to the predictive 

performance of a key policy benchmark - the existing IMF and World Bank LIC DSF model which 

we describe in detail in Appendix Section C. We focus our comparison on the best parsimonious 

model with only three predictor variables (the “BPM”). As noted in Section 3, this model combines 

high predictive accuracy with high amenability for policy use and high stability across different 

samples.  

Conducting a systematic and fair comparison of both models is challenging as the models differ 

along several dimensions and as both models have been trained on different data samples, with 

different dependent variables and different loss functions (see Appendix Section C2). We therefore 

perform two distinct empirical exercises. The first exercise is based on our full dataset, uses our 

definition of external debt distress episodes and our quadratic loss function. The second exercise 

takes place in the original data sample used in IMF and World Bank (2017), with the original debt 

distress episode definition and the linear loss function of IMF and World Bank (2017). 

5.1 Comparing predictive performance in the full sample 

In this exercise, we take our preferred parsimonious model from Section 3 – the BPM - and generate 

a binary prediction for each observation in the largest possible sample of data.22 Specifically, (a) we 

run J-K fold cross-validation for our BPM in the full sample and retrieve the average p* threshold 

probability across the J-K fold replications; (b) we estimate the probit model in the full sample and 

retrieve the predicted probabilities; (c) we classify observations by comparing the predicted 

probability with the average p*. To generate predictions for the existing IMF and World Bank 

framework, we mechanically apply the LIC DSF model and identify countries and years at high risk 

 

22 Specifically, we include all observations for which the data for the best parsimonious model and for the existing LIC 

DSF specification exist, so that a fair comparison is possible. To create mechanical predictions from the LIC DSF model 

(see Appendix C for details), we use a backward looking 10-year moving average (rather than an average centered on 

year t with projections as in the actual LIC debt sustainability analyses). We require a minimum of five observations to 

compute the moving average. This procedure results in a sample size of 1356 observations. 
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of debt distress, i.e., countries where the projected debt burden indicators exceed any of the country-

specific debt thresholds prescribed in the current LIC DSF (see Appendix Section C1).   

Table 4 shows confusion matrices summarizing the predictions of both our parsimonious model and 

the LIC DSF model. The confusion matrices show that the best parsimonious model achieves a 

significantly lower loss function than the LIC DSF model. The BPM does not just reduce the number 

of missed crises from 19 to 15 (false negatives), it also manages to substantially reduce the number 

of false alarms from 483 to 394 (false positives). 

Table 4. Confusion Matrix – BPM and LIC DSF Classification versus Actual  

 

Note: Sample Size = 1356, defined by all observations for which the data for the best parsimonious 

model and the LIC DSF 2017 specification exist, so that a fair comparison is possible (see Appendix 

C for details). 

5.2 Comparing predictive performance in the original LIC DSF sample 

The previous empirical exercise favored the BPM, as the exercise was conducted in the full sample, 

and with the definition of the dependent variable and the quadratic loss function on which the BPM 

was trained. In a second exercise, we therefore focus on the original LIC DSF sample with the 

original definition of external debt distress episodes and rely on the linear loss function used in IMF 

and World Bank (2017) to compare both models.23 To generate predictions for the BPM, we estimate 

it in the original sample and identify debt distress predictions by comparing predicted probabilities 

 

23 As before, we restrict the sample to those country-year observations for which sufficient data is available to compute 

predictions for both models.  

Actual No distress Distress No distress Distress

No distress 903 394 814 483

Distress 15 44 19 40

False positive rate

False negative rate

Quadratic loss function 0.28

0.37

0.32

0.35

Predicted by 

2017 LIC DSF Model

Predicted by 

Best Parsimonious Model

0.30

0.25
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with the p* value that minimizes the linear loss function in-sample, as opposed to J-K-fold cross-

validation. We do this to maximize comparability with the LIC DSF model, which was also tuned 

to minimize an in-sample linear loss function. To generate predictions from the LIC DSF model, we 

again mechanically compare realized debt burden indicators with the LIC DSF thresholds and 

identify countries considered to be at high risk of debt distress (see Appendix Section C1). 

Table 5 shows confusion matrices for the BPM and LIC DSF framework. When trained to minimize 

the original prediction loss function that is a linear weighted average of the false positive and false 

negative rates, with double the weight on false negatives relative to false positives, both models 

produce highly imbalanced false positive and false negative error rates. To arrive at low rates of 

missed crises (14% for BPM and 21% for LIC-DSF), both models generate a very large number of 

false alarms: They misclassify 37% (LIC-DSF) or even 48% (BPM) of all tranquil years as crisis 

years. With respect to the overall loss function, the BPM marginally outperforms the existing LIC-

DSF framework by achieving a loss function of 0.25 (compared to 0.26 for the LIC-DSF).  

Table 5. Confusion Matrix – BPM and LIC DSF Classification in 2017 LIC DSF Sample 

 

Note: Sample Size = 391, defined by all observations for which the data for the best parsimonious 

model and the LIC DSF 2017 specification exist, so that a fair comparison is possible (see Appendix 

C for details). 

While the large rate of false alarms may not be considered a satisfactory prediction outcome, it is 

remarkable that the much simpler BPM outperforms the existing framework even in this second 

exercise that relied entirely on the original definitions and sample in which the LIC DSF framework 

Actual No distress Distress No distress Distress

No distress 172 156 206 122

Distress 9 54 13 50

False positive rate

False negative rate

Linear loss function

Predicted by 

Best Parsimonious Model

Predicted by 

2017 LIC DSF Model

0.48 0.37

0.14 0.21

0.25 0.26
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was trained. This finding points to considerable scope in simplifying the existing IMF and World 

Bank LIC DSF without compromising its predictive performance. 

6. Conclusion 

This paper has developed an empirical model to predict episodes of external sovereign debt servicing 

difficulties in low-income countries based on refined measures of debt distress episodes and a 

systematic algorithm to assess the out-of-sample predictive performance of more than 550,000 

probit models through J-K fold cross-validation. Our paper and findings have several implications 

for the design and application of debt sustainability frameworks in developing countries. 

First, we have demonstrated that highly parsimonious linear models with as few as three predictor 

variables combine high predictive accuracy with high amenability for policy application. Most 

importantly perhaps, these simple linear prediction models perform at least as well as if not better 

than much more complex specifications such as Random Forest algorithms or the existing debt 

sustainability framework employed by the IMF and World Bank. This finding points to considerable 

scope in simplifying the existing IMF and World Bank LIC DSF without compromising its ability 

to provide reasonably informative early warning signals. 

Second, we show that simple linear models can also be applied to the prediction of debt distress over 

longer time horizons. When predicting debt distress five years rather than one year into the future, 

our top performing probit models experience only small reductions in predictive accuracy. This 

finding points towards a potential remedy for the overoptimism bias that has often plagued debt 

sustainability frameworks in practice. Instead of projecting predictor variables into the future, linear 

models can be trained to predict distress over the medium term using only information available at 

time t.  

Third, our results shed light on how domestic debt, and therefore total public debt, could be 

integrated into debt distress prediction models. In terms of the outcome of debt distress, we have 

shown that domestic debt distress episodes (measured as outright defaults on domestic creditors) 



37 

 

coincide almost perfectly with external debt distress episodes – debt servicing difficulties vis-à-vis 

both domestic and foreign creditors tend to occur at the same time. In terms of predictors of debt 

distress, our systematic model selection exercise indicates that external debt service as a share of 

exports is the best (among all domestic and external debt burden indicators) at predicting debt 

distress. While we acknowledge significant measurement challenges for both domestic debt burden 

indicators as well as domestic debt distress, the results here suggest that a prediction model designed 

to accurately predict external debt distress based on external debt burden indicators will be quite 

effective at also predicting overall public debt distress.    

Finally, it is important to bear in mind the very real limitations of even the best-performing models. 

While we have seen that quite parsimonious prediction models perform at least as well as more 

complex models, the absolute level of performance of all models considered in this paper remains 

modest. For example, the best-performing parsimonious model with three explanatory variables 

(second column of Table 2) achieves false positive and false negative rates of 0.32 and 0.30, 

respectively. In other words, even very well-performing models will still fail to predict nearly one 

third of debt distress events, and conversely will incorrectly raise false alarms of debt distress in one 

third of cases where distress does not occur. Finally, the models we consider, like all prediction 

models, have the limitation that their usefulness for predicting debt distress in the future depends on 

the underlying forces driving debt distress, and their relationship with measured variables in the 

prediction model, are both stable over time. For example, our findings on the limited role of domestic 

debt in predicting debt distress may no longer hold in the future if LICs substantially shift their 

portfolio of sovereign debt towards domestic debt. These caveats indicate that when using such 

models to make policy decisions, it is important to rely on additional information, careful application 

of judgment, and above all a healthy dose of caution.    
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Online Appendix to “Predicting Debt Distress in Low-Income Countries” 

Graf von Luckner, Horn, Kraay, Ramalho 

 

Overview: 

Appendix A. Data 

Appendix B. Additional model results (starting on page 63) 

Appendix C. Background on the IMF and World Bank LIC DSF model (starting on page 65) 

 

Appendix A.  Data 

This appendix provides detailed information on all variables used in our analysis. Appendix Section 

A1 provides information on the country and time coverage of our sample. Appendix Section A2 

covers the variables used to construct our measure of external debt distress episodes and presents 

additional results. Appendix Section A3 gives detailed information on the definition and sources for 

the predictor variables. Finally, Appendix Section A4 discusses data on remittances which exhibits 

various peculiarities. 

Appendix A1. Sample coverage 

Our analysis is based on the same sample of countries that the World Bank and IMF use to estimate 

the empirical model underlying the LIC DSF (IMF and World Bank 2017). This sample includes all 

countries that are eligible to receive IDA assistance, i.e., all countries with GNI per capita of less 

than 1255 USD and a small number of countries with per capita incomes above this threshold but 

with insufficient creditworthiness to borrow from the International Bank for Reconstruction and 
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Development.24 Based on this definition, we identify a total of 80 countries and include in the sample 

all years with available data since the independence of each country. We exclude all country-year 

observations for colonies since debt distress under colonial dependence might arguably play out in 

different ways. Data on the first year of independence from colonial rule is from Reinhart and Rogoff 

(2009).  

Table A1 lists all countries in our sample, the corresponding time coverage and the number of 

country-year observations with sufficient data to identify debt distress episodes. The regressions 

presented in Section 3 include only a subset of these country-year observations depending on the 

availability of predictor variables. 

Table A1. Sample coverage 

Country First year Last year 
Number of 

observations 

 

Afghanistan 

 

2006 

 

2021 

 

16 

Albania 1991 2021 31 

Angola 1985 2021 37 

Armenia 1993 2021 29 

Bangladesh 1972 2021 50 

Benin 1970 2021 52 

Bhutan 1981 2021 41 

Bolivia 1970 2021 52 

Burkina Faso 1970 2021 52 

Burundi 1970 2021 52 

Cabo Verde 1981 2021 41 

Cambodia 1981 2021 41 

Cameroon 1970 2021 52 

Central African 

Republic 

1970 2021 52 

Chad 1970 2021 52 

Comoros 1970 2021 52 

Congo, Dem Rep 1970 2021 52 

 
24 Over the past decades, several countries have graduated from and / or fallen back into IDA status. These countries are 

included in the sample if they have spent at least half of the sample years in IDA status (as of 2017 when the LIC DSF 

model was estimated).  
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Congo, Rep 1970 2021 52 

Cote d'Ivoire 1970 2021 52 

Djibouti 1970 2021 52 

Dominica 1981 2021 41 

Equatorial Guinea 1980 1985 2 

Eritrea 1994 2021 28 

Ethiopia 1970 2021 52 

Gambia, The 1970 2021 52 

Georgia 1992 2021 30 

Ghana 1970 2021 52 

Grenada 1970 2021 52 

Guinea 1970 2021 52 

Guinea-Bissau 1975 2021 47 

Guyana 1970 2021 52 

Haiti 1970 2021 52 

Honduras 1970 2021 52 

Kenya 1970 2021 52 

Kosovo 2009 2021 13 

Kyrgyz Republic 1992 2021 30 

Lao PDR 1970 2021 52 

Lesotho 1970 2021 52 

Liberia 1970 2021 52 

Madagascar 1970 2021 52 

Malawi 1970 2021 52 

Maldives 1978 2021 44 

Mali 1970 2021 52 

Mauritania 1970 2021 52 

Moldova 1992 2021 30 

Mongolia 1991 2021 31 

Montenegro 2006 2021 16 

Mozambique 1983 2021 39 

Myanmar 1970 2021 52 

Nepal 1970 2021 52 

Nicaragua 1970 2021 52 

Niger 1970 2021 52 

Nigeria 1970 2021 52 

North Macedonia 1992 2021 30 

Papua New Guinea 1970 2021 52 

Rwanda 1970 2021 52 

Samoa 1970 2021 52 

Sao Tome and 

Principe 

1977 2021 45 

Senegal 1970 2021 52 

Serbia 1970 2021 52 

Sierra Leone 1970 2021 52 
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Solomon Islands 1978 2021 44 

Somalia 1970 2021 52 

Sri Lanka 1970 2021 52 

St Kitts and Nevis 1984 2012 29 

St Lucia 1981 2021 41 

St Vincent and the 

Grenadines 

1970 2021 52 

Sudan 1970 2021 52 

Tajikistan 1992 2021 30 

Tanzania 1970 2021 52 

Timor-Leste 2012 2021 10 

Togo 1970 2021 52 

Tonga 1985 2021 37 

Uganda 1970 2021 52 

Vanuatu 1981 2021 41 

Vietnam 1981 2021 41 

Yemen, Rep 1971 2021 51 

Zambia 1970 2021 52 

Zimbabwe 1970 2021 52 

 

 

Appendix A2. Identifying debt distress episodes 

As described in Section 2.1, we rely on multiple variables to define and identify external debt distress 

episodes. This subsection presents each of these variables in turn and discusses why we do not 

consider external debt restructurings and domestic default events as separate distress signals. 

Outright default on private external creditors: Our core data source is Farah-Yacoub et al. (2023) 

that track defaults on private external creditors in a cross-section of 200 countries and across 200 

years. In comparison with similar data sources such as Reinhart and Rogoff (2009) or Asonuma and 

Trebesch (2016), this source has the advantage of offering comprehensive time and cross-sectional 

coverage of low-income countries. More specifically, this source tracks all low-income countries in 

our sample from their year of independence and therefore allows to build comprehensive default 

histories that we use as additional predictor variables. 
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Arrears data: Our arrears-based default measure is equal to one if total outstanding arrears exceed 

five percent of the total public and publicly guaranteed external debt stock and remain above this 

threshold for at least three consecutive years. All data for this signal is taken from the World Bank 

IDS. Specifically, we aggregate outstanding arrears to official and private creditors from both missed 

principal (IDS code: “DT.AXA.DLXF.CD”) and missed interest payments (“DT.IXA.DLXF.CD”) 

and divide by the total external public and publicly guaranteed debt stock of the country 

(“DT.DOD.DPPG.CD”).  

When constructing an arrears-based signal of debt distress, the HIPC Initiative requires specific 

attention. Despite receiving large-scale debt relief, several HIPC Initiative countries keep reporting 

sizeable legacy arrears to the World Bank International Debt Statistics. Consequently, our debt 

distress identification algorithm would treat these countries as in distress, despite their evident 

recovery after the HIPC Initiative. To avoid this issue and to allow all countries that successfully 

completed HIPC to reenter the estimation sample, we assume that all arrears to official creditors are 

deemed resolved once a country reaches its HIPC completion point.25  

Large IMF balance of payments assistance: Our IMF distress signal is equal to one if a sovereign 

makes drawdowns of over 30 percent of its quota during the first six months of a non-concessional 

IMF lending program. To identify the first six months of non-concessional IMF lending programs, 

we rely on the data compiled by Reinhart and Trebesch (2016). We match this data with monthly 

IFS data on the net increase in fund credit from the general resource account (“HPG_XDR”) and 

scale by the country’s quota at the beginning of the program (“HPQ_XDR”). 

In addition to excluding disbursements under concessional lending programs, we also do not 

consider rapid disbursements under the IMF’s Rapid Financing Instrument, which often addresses 

 

25 Data on HIPC completion points comes from Horn et al. (2022). The debt distress prediction model that underlies the 

existing World Bank and IMF LIC DSF uses a similar assumption to deal with HIPC legacy arrears (see IMF and World 

Bank 2017). 
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funding needs of a limited or transitory nature and which has primarily been used by countries with 

strong fundamentals and at low or moderate risks of debt distress. The IMF distress signal is 

activated only for the year in which the rapid disbursement takes place. 

 

Table A2 and Figures A1 and A2 summarize the resulting debt distress episodes by country, year 

and signal. Table A2 gives an overview on the role of the different signals in identifying distress 

episodes, reporting the frequency of each of the three signals in the first year of the distress episode. 

Figure A1 shows the share of countries that are in debt distress in each year since 1970 and Figure 

A2 provides a granular perspective by plotting all episodes by country and year.  

 

Table A2. Distress signals and episodes in LICs, 1970-2021 

 

Note: This table lists the different debt distress signals, their definitions, and the number of distress 

episodes that are triggered by each of the distress signals. For a distress episode to be triggered by a 

given signal in the first three rows of this table, the signal needs to be the only signal to indicate distress 

at the onset of the episode.  Episodes triggered by multiple signals are indicated in the fourth row of 

this table. 

 

 

 

 

Default

Direct default measure Missed payment on private creditors 21

(Farah-Yacoub et al.)

Arrears Arrears exceed 5% of ppg debt 27

for three consecutive years

Large BOP assistance

Rapid disbursements Disbursements exceed 30 percent of quota 34

under IMF program in first six months of a non-concessional

IMF program

Multiple signals 8

Total number of episodes 90

Distress signal Definition Number of episodes
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Figure A1. Share of LICs in external debt distress, 1970-2021 
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Figure A2. External debt distress episodes by country, signal and year, 1970 – 2021 
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Debt restructurings with the Paris Club: As discussed in the main text, our measure of external 

debt distress differs from much of the existing literature by not considering debt restructurings as 

independent signals of debt distress episodes. Here we show that the exclusion of Paris Club 

restructurings leads to better timing of distress signals without causing the loss of valuable 

information on distress episodes. For this purpose, we compare our debt distress measure based on 

payment defaults and large-scale IMF balance of payments assistance with data on 295 Paris Club 

debt restructurings in low-income countries from Horn et al. (2022).  

Figure A3. External debt distress episodes and Paris Club restructurings 

 

Our comparison reveals that only 25 or 9 percent of the 295 Paris Club debt restructurings occurred 

outside of our external debt distress episodes. Figure A3 plots this comparison for the subset of 

HIPC countries, in which the large majority of Paris Club restructurings have occurred. The Figure 

shows that Paris Club restructurings outside of external debt distress episodes seem to lag rather 

than lead our distress episodes. This is expected given that restructurings, as discussed in the main 
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text, tend to mark the end of a distress episode rather than its onset. An inspection of Paris Club 

restructurings outside of our distress episodes confirms this point. The large majority of these 

restructurings treated arrears and debts that had been in default for multiple years and in countries 

that had already managed to clear arrears with other creditors and even regain market access. We 

conclude that the exclusion of Paris Club restructurings increases the timing accuracy of our 

distress measure without risking to lose valuable information on debt distress episodes. 

Debt restructurings with private creditors: Debt restructuring events with external private 

creditors fall into our external debt distress episodes by construction. In the dataset of Farah-

Yacoub et al. (2023), on which we rely to construct distress signals for defaults on private creditors, 

countries enter default by missing payments and exit default by concluding a comprehensive debt 

restructuring with their creditors. As discussed in the main text, restructurings with private 

creditors therefore mark the conclusion rather than the onset of debt distress episodes in our data.  

Domestic debt distress events: To measure domestic debt distress episodes, we build on an IMF 

dataset of 67 domestic debt restructurings in low-income countries from 1970 to 2020 (IMF 

2021a).  Since there is no systematic data on domestic defaults for our full sample of low-income 

countries, we map these restructuring events into defaults by imposing a timing assumption. In 

line with recent empirical research by Erce, Mallucci and Picarelli (2022), we assume that domestic 

defaults occur one year prior to the restructuring. 

Figure A4 shows how our measure of debt distress episodes would change if we considered 

domestic debt defaults as additional signals of debt distress. The Figure documents a remarkable 

overlap between the external debt distress episodes identified by us and the domestic debt defaults. 

Out of 67 domestic debt defaults, only 12 cases or 18 percent fall outside of our external debt 

distress episodes. In Myanmar and the Solomon Islands, domestic defaults simply extend or 

precede existing external distress episodes, without creating new episodes. Overall, the inclusion 
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of domestic debt defaults leads to only four additional distress episodes (one each in The Gambia, 

Guinea, Mongolia and St. Kitts and Nevis). As a result, and for all practical purposes, the 

composite measure of total public debt distress episodes strongly resembles our existing measure 

of external debt distress episodes. 

Figure A4. External debt distress episodes and domestic debt defaults 

 

  



52 

 

Appendix A3. Predictors of debt distress 

This appendix section gives detailed descriptions of the sources and variable transformations for 

each of the 28 predictor variables that enter our model selection algorithm. Before each of the 28 

variables is discussed in turn, we describe two general data collection and cleaning procedures that 

we apply to multiple predictor variables. 

Filling data gaps from old vintages: To maximize the country and time coverage of our analysis, 

we do not just collect data from the most recent releases of our sources but also make use of data 

points published in earlier vintages. In the World Bank’s International Debt Statistics, for example, 

data for countries that graduate from DRS reporting obligation is removed from subsequent 

vintages. To the extent that these countries fall under our definition of a low-income country (see 

Appendix A1), these data points remain relevant to our analysis. To fill data gaps with information 

from old vintages, we use the data collected by IMF and World Bank (2017) and from Horn et al. 

(2024).  

Winsorizing: Macroeconomic and financial indicators for low-income countries are notoriously 

volatile (see e.g., Aguiar and Gopinath 2007). To limit the influence of extreme outlier 

observations and measurement error on our analysis, we winsorize all predictor variables at the 1st 

and the 99th percentile unless their scale is naturally bounded. Specifically, we winsorize as 

follows:  

• CPIA, GDP per capita, world growth, the US 10 year yield and the credit history variables 

are not winsorized.  

• Remittances, nominal GDP, as well as the debt stock and flow variables have a natural 

lower bound at zero, and are hence only winsorized at the 99th percentile.  

• All other variables are winsorized at the 1st and 99th percentile. 
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Debt indicators 

External debt stocks: This variable measures the economy’s external public and publicly 

guaranteed debt stock. Public and publicly guaranteed debt includes all long-term obligations of 

public debtors, including the national government, public corporations, state-owned enterprises, 

development banks and other mixed enterprises, political subdivisions (or an agency of either), 

autonomous public bodies, and external obligations of private debtors that are guaranteed for 

repayment by a public entity. Long-term debt is defined as debt with an initial maturity of more 

than 1 year. External debt is defined on a residency basis. This data is from the World Bank’s 

International Debt Statistics (series code “DT.DOD.DPPG.DT”). We scale the debt stock by 

nominal GDP (from the World Bank WDI database “ny_gdp_mktp_cd” and the IMF WEO 

database "NGDPD") and by the country’s exports of goods and services (from the World Bank 

WDI database “ne_exp_gnfs_cd” and the IMF WEO database “BXS_BP6”). 

Debt service due: Our measure for the debt service is defined as the sum of all interest and 

principal payments on public and publicly guaranteed external debt that the country is required to 

make in a given year. To construct this variable, we use an internal World Bank IDS variable that 

projects debt service due in year t+1 on the basis of the disbursed and outstanding debt stock in 

year t. Crucially, this variable only uses information available in year t to project debt service 

payments to be made in year t+1 and therefore enters our debt distress prediction exercise with a 

lead. We scale this measure with exports of goods and services in year t from the World Bank 

WDI (series code “ne_exp_gnfs_cd”) and the IMF World Economic Outlook database (series code 

“BXGS_BP6”) and with a measure of total fiscal revenue in year t. The measure of fiscal revenue 

is defined as total general government revenue excluding revenue from grants (from the IMF 

WEO, series codes “GGR” and “GGRG”). Figure A5 illustrates this variable and its association 

with external debt distress episodes for selected countries. 
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Figure A5. Projected debt service payments due – selected country cases 

 

Net present value of debt: This variable measures the net present value of all future interest and 

principal repayments related to the country’s disbursed and outstanding, public and publicly 

guaranteed external debt stock. This measure is derived by the World Bank IDS team by applying 

a constant discount rate of five percent. We scale the net present value by nominal GDP (from the 

World Bank WDI database “ny_gdp_mktp_cd” and the IMF WEO database "NGDPD") and by 

the country’s exports of goods and services (from the World Bank WDI database 

“ne_exp_gnfs_cd” and the IMF WEO database “BXS_BP6”). 

Total public debt: To build a data series on total public (domestic plus external) debt, we combine 

data from multiple sources. Our starting point is total general government debt to GDP from the 

IMF’s WEO database (series code "GGXWDG_NGDP"). This series consists of all general 

government liabilities that require payment of interest and/or principal by the debtor to the creditor 
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at a date in the future. This includes debt liabilities in the form of SDRs, currency and deposits, 

debt securities, loans, insurance, pensions and standardized guarantee schemes, and other accounts 

payable. Since this data is only available starting from the 1990s for most LICs, we supplement 

this series with data from Abbas et al. (2010) and from Reinhart and Rogoff (2011) for earlier 

periods.26 We scale this variable with nominal GDP (from the World Bank WDI database 

“ny_gdp_mktp_cd” and the IMF WEO database "NGDPD"). 

Public debt interest payments: This variable measures interest payments on total public 

(domestic plus external) debt. Our starting point for this variable is the 2023 update to the Public 

Finances in Modern History Database compiled by Mauro et al. (2015). To expand coverage to all 

low-income countries in our sample, we fill existing coverage gaps with data from the IMF WEO 

database (using series “dsi”). As with external debt service payments, we scale variable by both 

exports and government revenue (see details above). 

Measures of institutional quality and other country characteristics 

CPIA: Our primary measure of a country’s institutional quality is the World Bank's Country 

Policy and Institutional Assessment, which is conducted annually for all of countries borrowing 

from the World Bank. Assessment criteria are grouped in four clusters: (a) economic management; 

(b) structural policies; (c) policies for social inclusion and equity; and (d) public sector 

management and institutions. Ratings for each of the criteria reflect a variety of indicators, 

observations, and judgments that focus on the quality of each country's current policies and 

institutions.  This data is publicly available only since 2005, and only for countries eligible for 

concessional lending from the World Bank. 

 

26 A potential drawback of splicing data from different sources is that the consistency of institutional coverage 

cannot always be ensured for early years of the sample (see Abbas et al. 2010 for details). 
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GDP per capita: This variable is defined as the log of nominal gross domestic product divided by 

midyear population and is taken from the World Bank’s World Development Indicator database 

(series code “NY.GDP.PCAP.CD”). 

Openness: Our measure for the openness of the economy is defined as the sum of exports and 

imports of total goods and services as a share of gross domestic product. Data on imports and 

exports is taken from the World Bank WDI database (series codes “NE.IMP.GNFS.CD” and 

“NE.EXP.GNFS.CD”) and from the IMF WEO database (series codes “BMGS_BP6” and 

“BXGS_BP6”). Nominal GDP data is from the WDI and the WEO (series codes 

“NY_GDP_MKTP_CD” and “NGDPD”). 

Credit history I: Our first proxy for the credit history of the country is the number of years since 

the last external debt distress event (defined as described above). We build this variable for years 

1960 to 2021 so that the first value of this variable in 1970 reflects the country’s credit history 

since 1960 (or since the year of independence if the country was a colony until after 1960). Since 

no data on arrears is available prior to 1970, the distress variable in the 1960s only reflects outright 

payment defaults on private creditors as identified by Farah-Yacoub et al. (2023) and instances of 

large and rapidly disbursed IMF balance of payments assistance as defined above. 

Credit history II: Our second proxy for the credit history of the country follows IMF (2021b) and 

is obtained as follows: A unit impulse is generated when an external debt distress event (as defined 

above) occurs and then decays geometrically at a rate of 10 percent. We generate this variable for 

years 1960 to 2021 and again start from the year of independence if the country was a colony after 

1960. Since no data on arrears is available for the 1960s, the distress variable in the 1960s only 

reflects outright payment defaults on private creditors as identified by Farah-Yacoub et al. (2023) 

and instances of large and rapidly disbursed IMF balance of payments assistance as defined above. 
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Measures of the domestic business cycle 

GDP growth: This variable is defined as the annual percentage growth rate of GDP based on 

constant local currency. Data is from the IMF’s World Economic Outlook database (series code 

“NGDP_RPCH”) and the World Bank’s World Development Indicator database (series code 

“ny_gdp_mktp_kd”).  

Inflation: Our inflation variable measures the annual percentage change in the consumer price 

index and is taken from the Global Database of Inflation constructed by Ha et al. (2021) using 

series code “hcpi_a”. Our variable is a measure of headline inflation that includes changes in the 

prices of all goods and services that enter the basket of a representative consumer. 

Measures of the external environment 

World growth: This variable is defined as the annual real GDP growth rate for country aggregate 

“World” from the IMF WEO database (series code “NGDP_RPCH”) 

US interest rates: This variable is defined as the market yield on US Treasury Securities at 10-

year constant maturity. Data is from the St. Louis Fed (series code “DGS10”). 

Remittances: This variable is defined as all personal remittances received in percent of recipient 

country GDP. Personal remittances comprise both personal transfers and the compensation of 

employees. Data is from the World Bank World Development Indicators (series code 

“BX.TRF.PWKR.CD.DT”) and is scaled by nominal GDP (also taken from the WDI database, 

series code “NY.GDP.MKTP.CD”). In practice, remittances are challenging to measure and 

Appendix Section A4 discusses some of the related challenges in greater detail. 

Foreign exchange reserves: This variable measures total foreign reserves in percent of imports. 

Total reserves include holdings of gold, special drawing rights, and holdings of foreign exchange 

that are under the full control of the central bank. Data is from the World Bank World Development 

Indicators (series code “FI.RES.TOTL.CD”). The series is scaled with imports of goods and 
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services from the World Bank WDI (series code “NE.IMP.GNFS.CD”) and the IMF World 

Economic Outlook database (series code “BMGS_BP6”).  

Foreign exchange rate: This variable is defined as the annual percentage change in the country’s 

nominal foreign exchange rate (defined as national currency units per U.S. dollar, period average). 

Data is from the IMF’s WEO database (series code “ENDA”).  

Foreign direct investment: This variable measures net foreign direct investment inflows to the 

reporting economy divided by nominal GDP. FDI flows include investments by non-residents in 

the reporting economy that acquire a lasting management interest in an enterprise and comprise 

equity investments, reinvestment of earnings and other long and short-term capital. Net inflows 

refer to new investment inflows minus disinvestment. Data is from the WDI database (series code 

“BX.KLT.DINV.WD.GD.ZS”) and the IMF WEO database (series code “BFD_GDP”). 

Current account balance: This variable measures the current account balance in percent of GDP. 

The current account balance is defined as the sum of net exports of goods and services, net primary 

income, and net secondary income. Data is from the World Bank WDI database (series code 

“BN.CAB.XOKA.GD.ZS”). 

Measures of the political cycle 

Years in office: This variable measures the number of years that the Chief Executive of the country 

has been in office. Data is from the Database of Political Institutions (Cruz et al. 2021), using 

series code “yrsoffc”). This data covers years 1975 to 2020. To extend coverage to the early years 

of our sample, we linearly extrapolate this variable for all chief executives which had been in office 

for multiple years. 

Years left in current term: This variable measure the number of years that are left in the Chief 

Executive’s current term. Data is from the Database of Political Institutions (Cruz et al. 2021), 

using series code “yrscurnt”). This data covers years 1975 to 2020. To extend coverage to the early 
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years of our sample, we make the following two assumptions: (i) We assume that the duration of 

legislative periods remained the same in each country. (ii) We assume that there were no 

unexpected and early elections during years 1970 to 1975. 
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Appendix A4. Discussion of remittances data 

The inclusion of remittance flows as a predictor variable poses specific challenges that we discuss 

in this appendix subsection. The existing IMF and World Bank debt sustainability framework uses 

remittance inflows as a predictor variable and our own empirical analysis presented in Section 3 

confirms that remittance data has strong predictive power for debt distress episodes in low-income 

countries. 

At the same time, there is growing recognition that remittance data is plagued by severe 

measurement error (Clemens and McKenzie 2018, World Bank 2023). Over the past two decades, 

reported remittance flows to developing countries have increased at a pace that is hard to reconcile 

with fundamental economic trends. As shown in World Bank (2023), inflation-adjusted recorded 

remittance inflows have increased by around 200 percent since 2000, whereas the total number of 

migrant workers increased by only 50 percent and world per capita GDP by only 30 percent. Strong 

discrepancies between fundamental trends and trends in remittance flows point to a potential role 

for conceptual changes in how remittance flows are recorded and estimated over time and highlight 

the existence of possibly severe measurement error. Strong discrepancies are also evident when 

comparing source data on remittance flows (remittance outflows) to destination data (remittance 

inflows) or when comparing trends in balance of payments data with trends observed in survey 

data (Clemens and McKenzie 2018). 

Discrepancies across sources and over time are likely linked to how countries record and classify 

cross-border capital transactions. As shown in Clemens and McKenzie (2018), discontinuities in 

recording practices can often be traced back to the wide-spread roll-out of anti-money laundering 

(AML) and combating the financing of terrorism (CFT) regulation that most countries started to 

enforce after the September 11, 2001 terror attacks on the United States. As developing countries 

started to adhere to stricter standards of cross-border capital flow monitoring, the recorded (and 

estimated) volumes of remittance flows rose sharply, often showing discrete upward jumps in the 
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year of reform. These patterns are also visible in the remittance flow data from the World Bank 

Word Development Indicators that we use in our binary debt distress prediction models. In around 

20 low-income countries, recorded remittance flows show discrete upward jumps after 2001. 

Figure A6 illustrates this issue for four selected countries. 

Figure A6. Reported remittance flows in selected low-income countries 

 

A specific concern with these measurement issues is that the upward jump in remittance flows 

coincides with the completion of the HIPC initiative and therefore introduces spurious correlation 

between high recorded remittance flows and a period of relative tranquility and relative low levels 

of debt distress. 

To account for this measurement issue, we include our measure of remittance flows jointly with a 

post-2001 time dummy and an interaction term between remittance inflows and the time dummy. 

Specifically, these three variables (remittances, dummy, and interaction) always enter together as 

a group in models in which remittances appear. This approach helps to absorb the fundamental 
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shift in how remittances are recorded and the possibly different dynamics that the newly measured 

variable has on predicting debt distress. While this trio of variables appears in some of our top-

performing models, it is an open question whether the quality of this data is sufficient to rely on it 

for policy purposes such as the LIC DSF. 
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Appendix B. Additional model results 

Table B1. Predictive performance by predictor variable 

 

Note: This table provides additional details on the predictive performance of the different predictor variables included 

in our model selection exercise. The first column shows the share of country-year observations since 2000 for which 

data is available (see Section 3.4.2). The second column shows the share of models with a given variable that do not 

provide perverse policy incentives (see Section 3.4.1). The third column shows the share of models with a given 

variable that pass the meaningful effect size filter (see Section 3.4.3). Columns 4 and 5 give the mean and median loss 

function of all models that include a given variable and that satisfy the model selection criteria. Remittances / GDP in 

all models is included with a post-2001 dummy and interaction term (see Appendix Section A4). 

  

Coverage ratio

since 2000

Perverse 

incentive

 filter

Coefficient 

size filter

Mean 

LF

Median

LF

(1) (2) (3) (4) (5)

Ext. debt service / exports 0.96 1.00 1.00 0.33 0.33

Ext. debt service / revenue 0.95 1.00 0.89 0.35 0.35

Inflation 0.97  - 0.52 0.36 0.35

Remittances / GDP 0.93  - 1.00 0.35 0.35

US 10 year yield 1.00  - 0.99 0.35 0.36

Reserves / imports 0.97 1.00 1.00 0.36 0.36

GDP p.c. 0.98  - 1.00 0.37 0.36

Credit History 2 1.00  - 0.97 0.37 0.37

Public debt / exports 0.98 0.73 0.55 0.37 0.37

Public debt / GDP 0.98 0.88 0.51 0.37 0.37

Commodities terms of trade 0.97  - 0.84 0.37 0.37

CPIA 0.99 1.00 0.81 0.37 0.37

Openness 1.00  - 0.52 0.38 0.37

NPV of ext. debt / exports 0.96 0.75 0.63 0.38 0.38

CA balance / GDP 0.99  - 0.41 0.38 0.38

FDI / GDP 0.99  - 0.48 0.39 0.38

Nominal ext. debt / exports 0.96 0.63 0.53 0.38 0.38

Change in FX rate 1.00  - 0.18 0.39 0.38

Years until next election 0.96  - 1.00 0.39 0.38

Nominal ext. debt / GDP 0.96 0.61 0.50 0.38 0.38

GDP growth 1.00  - 0.93 0.38 0.38

NPV of ext. debt / GDP 0.96 0.56 0.46 0.39 0.39

World growth 1.00  - 0.08 0.39 0.39 - 

Credit History 1 1.00  - 0.15 0.40 0.40 - 

Years in office 0.89  - 0.18  -  - 

Public debt interest / exports 0.90 1.00 1.00  -  - 
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Table B2. Top performing prediction models for five-year ahead debt distress prediction 

 

Note: This table shows standardized beta coefficients for the top performing prediction models. Each of the models 

shown in this table minimizes the loss function for a given number of predictor variables. No additional constraints 

are imposed. In contrast to the tables shown in Section 3, the dependent variable in this table measures the incident of 

debt distress in any of the next five years. Stars refer to statistical significance of the underlying probit coefficient 

estimates: * p<0.1, ** p<0.05, *** p<0.01. All regressions include a constant not reported here. 

  

(1) (2) (3) (4) (5) (6) (7)

CPIA -0.41*** -0.41*** -0.41*** -0.35*** -0.17*** -0.19*** -0.13***

Ext. debt service / exports 0.66*** 0.72*** 0.89*** 0.90*** 0.36*** 0.47***

GDP p.c. 0.59*** 0.60*** 0.49*** 0.43*** 0.43*** 0.44***

Nominal ext. debt / GDP -0.36*** -0.22***

Nominal ext. debt / exports -0.38*** 0.23***

Inflation 0.20***

Remittances / GDP -5.99*** -5.92*** -6.34***

Post-2001 dummy 5.82*** 5.75*** 6.12***

Remittances / GDP x post-2001 -0.40*** -0.38*** -0.43***

CA balance / GDP -0.17***

Credit History -0.29***

Number of variables 2 3 4 5 6 7 8

Loss function 0.40 0.30 0.28 0.28 0.25 0.23 0.22

False positive rate 0.41 0.30 0.29 0.28 0.28 0.23 0.23

False negative rate 0.40 0.29 0.27 0.28 0.22 0.23 0.20

Data coverage since 2000 0.96 0.93 0.93 0.91 0.88 0.88 0.89

Number of observations 899 899 899 899 899 899 899

Dep. variable: Incidence of external sovereign debt distress within next five years



65 

 

Appendix C. Background on the IMF and World Bank LIC DSF model 

This appendix section provides a primer on the IMF and World Bank LIC DSF model (Section 

C1) and explains in detail how it differs from our “best parsimonious model” (Section C2). 

Appendix C1. A brief overview on the LIC DSF model 

Debt distress predictions in the existing LIC DSF Model are based on several steps. First, probit 

regressions are estimated to predict the occurrence of external sovereign debt distress in a historic 

sample of low-income countries. After estimating the regressions, the framework groups countries 

based on their assessed debt-carrying capacity and compares their projected debt burdens to 

threshold levels that are derived from the underlying regression. This subsection discusses each of 

these steps in turn. 

The LIC DSF Model relies on four distinct probit regression, each including a different debt burden 

indicator: the present value of external debt in percent of GDP and of exports, as well as external 

debt service in percent of fiscal revenue and exports. In addition, each of the four regressions 

includes the same set of additional predictor variables: the strength of institutions and policies – 

measured by the CPIA – and measures of the country’s growth, reserves, remittance inflows, and 

global GDP growth. Table C1 shows results for these four probit regressions as reported in IMF 

and World Bank (2017). 

Based on these regressions results, each country’s debt carrying capacity is assessed through a 

composite index (CI). The CI is the weighted sum of a country’s 10-year average CPIA, 

remittances over GDP, reserves over imports and the national and global growth rate, with the 

estimated coefficients from the above regressions as weights, averaging across the four equations. 

The CI is used to classify countries into three groups with weak, medium or strong debt carrying 

capacity, which correspond to the 25th, 50th, and 75th percentile of the index. Once debt carrying 

capacity is determined, projections of the country’s debt burden indicators are compared to group-

specific debt thresholds. These group-specific debt thresholds in turn are also obtained from the 
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probit regressions by inverting each regression for a given cut-off probability of p* and the group-

specific threshold level for the CI (see IMF and World Bank 2017 for details).  

Table C1. Probit Regressions underlying the existing LIC DSF Model 

 
Note: This table shows results for four different probit regressions, estimated for years 1970 to 2014. 

The dependent variable in all four regressions is a binary indicator for external sovereign debt distress 

episodes. Each regression uses a different debt burden indicator. See text and IMF and World Bank 

(2017) for details. 

A country is classified as being at high risk of external debt distress if any of the four thresholds 

for the external debt burden indicators are breached in the baseline scenario. A country is classified 

as being at moderate risk of external debt distress if any of thresholds for the external debt burden 

indicators are breached in stress test scenarios, but not in the baseline scenario.27 Finally, a country 

 

27 The LIC DSF framework includes a total of seven standardized stress tests in which baseline projections are 

subjected to different macroeconomic and financial shocks, e.g., a reduction in real GDP growth or exports. See IMF 

and World Bank (2017) for details. 

Debt burden indicator 1.541*** 0.359*** 3.745*** 3.541***

CPIA -0.400*** -0.381*** -0.362*** -0.395***

Domestic growth -3.081* -2.853* -3.001 -1.942

Reserves -4.223*** -4.591*** -3.696** -3.699***

Reserves ^ 2 3.953* 4.582** 3.743 3.683*

Remittances -2.235** -2.282*** -1.635* -1.934**

World growth -12.40*** -14.09*** -13.84*** -13.75***

Constant 1.310*** 1.331*** 0.979* 1.148**

Observations 409 403 343 380

Pseudo R-sqaured 0.169 0.174 0.190 0.184

Log-likelihood -150.1 -145.7 -116.8 -135.2

BIC 348.4 339.5 280.2 317.9

GDP Exports Revenue Exports

PV of debt as a percent of Debt service as a percent of
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is classified as being at low risk of external debt distress if none of the thresholds for the external 

debt burden indicators are breached in any of the stress test scenarios, or in the baseline scenario.  

Appendix C2. Differences between BPM and existing LIC DSF framework 

Before providing a systematic comparison between the predictive performance of the best 

parsimonious model derived in Section 3 and the existing LIC DSF framework, it is useful to 

summarize the key differences between both frameworks. 

First, the existing LIC DSF is based on four different probit regressions obtained from an ad-hoc 

model selection process. In contrast, this paper has introduced a systematic model selection 

algorithm based on a comparison of out-of-sample predictive performance to choose a single probit 

model with high predictive accuracy and high amenability for policy use. And while the LIC DSF 

relied on a linear loss function with particular emphasis on avoiding false negatives, our model 

selection is based on a quadratic loss function aimed at generating balanced false negative and 

false positive rates (see Section 3). 

Second, this paper has relied on a refined and simplified definition of external sovereign debt 

distress episodes. As explained in Section 2.1, we focus on actual payment defaults and large IMF 

programs, whereas the existing LIC DSF framework combines data on defaults, restructuring 

events and IMF programs with ad-hoc timing assumptions. Table C2 summarizes the different 

definitions underlying the dependent variable. 

Finally, debt distress prediction in the existing LIC DSF relies on a complex multi-step threshold-

based approach, in which countries are grouped according to their debt-carrying capacity and then 

assessed by comparing debt burden projections to group-specific debt thresholds derived from the 

probit regressions. In contrast, we will see below that a simple single probit regression like the 

BPM generates predictions of debt distress that are at least as accurate as the LIC DSF model.  
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This means that assessments of the risk of debt distress can be based very simply and transparently 

on the predicted probabilities from this single regression.28 

Table C2. Definition of external debt distress episodes in LIC DSF and this paper 

 

Note: This table shows the definition of external sovereign debt distress episodes in the existing LIC DSF model (IMF 

and World Bank 2017) and our refined definition in this paper.  

 

 

 

28 Of course, the BPM could also be applied through a threshold-based approach. In this case, a country index of debt 

carrying capacity could be constructed based on the weighted sum of the CPIA and reserves over import ratio, with 

weights equal to the estimated slope coefficients.  A grouping of countries with strong, medium and weak debt carrying 

capacity could be derived based on the 75th, 50th and 25th percentile of the country index. Threshold levels for debt 

service over exports would then be derived by inverting the probit regression for the chosen level of p*.  

Payment defaults on private creditors: Payment defaults on private creditors:

Data from S&P and Catao & Milesi-Ferreti, Comprehensive data for all low-income countries 

whenever available from Farah-Yacoub et al. (2023)

Arrears signal: Arrears signal:

Arrears > 5 percent of external ppg debt stock Arrears > 5 percent of external ppg debt stock 

for at least three consecutive years for at least three consecutive years

Large IMF lending: Large IMF lending:

Rapid disbursements > 30 percent of quota, Rapid disbursements > 30 percent of quota,

all types of programs considered only GRA-financed programs considered

Restructurings with private external creditors

Data from Cruces & Trebesch (2013)

episode assumed to start one year prior

Restructurings with Paris Club creditors

Data from Das et al. (2011)

episode assumed to start one year prior

LIC-DSF Model This paper:


