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Interest Rate Effects on Output: Evidence from a GDP
Forecasting Model for South Africa

JANINE ARON and JOHN MUEILBAUER™

Forecasting models for output arve presented to throw light on monetary transmis-
ston. Recent reseqarch finds multistep forecasting superior to recursive forecasting
from a VAR model when structural breaks are present; there are important political
and policy regime breaks in South Africa. The equilibrivm correction models have
a four-quarter ahead forecasi horizon. appropriate for measuring interest rate
effects. A stochastic trend measures underlying shifts In productivity and other
supply side trends. The inclusion of important monetary policy regime shifts, which
altered the output response to interest rates, and the control for other structural
changes (e.g., trade liberalization), address the Lucas critigue in forecasting output
growth. There are important and persistent effects of high real interest rates, which
significantly constrained growth in the 1990s, and significant pofential growth
benefits from fiscal discipline. South Afvican growth appears to have become more
responsive to the exchange vate with increasing trade openness in the 1990s.

I n small, fairly open economies with deep financial markets, the current central
bank view of monetary transmission emphasizes the output gap and the
exchange rate, a view confirmed for South Africa by Aron and Muellbaver
(2000a). The conventional wisdom is that a rise in interest rales affects output with
a lag of scveral quarters. In this paper we measure the effect for South Africa
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Jc:r_\ine Aron and John Muellbauer

focusing on the lag at a four-quarter horizon, and we use novel techniques appro-
priate for economies that have experienced important regime shifts.

Monetary policy in South Africa has recently undergone a rapid transition. In
earlier ycars, an old fashioned, partly monetarist view assumed a simple connec-
lion between the money supply and inflation. Accumulated international evidence
does not support this view, and force of circumstance has compelled a move away
from these ideas. The shift to inflation targeting from 2000 demands good fore-
casting models of inflation, clarity on the mechanisms of monetary transmission,
an institutional design that guarantees the transparency and accountability of
policy, and shared understanding with the private sector of the cffectiveness of
monetary policy for inflation and output (Leiderman and Svensson, 1993).

Forecasts ot output and inflation are usually made from large quarterly “struc-
tural” or “policy” econometric models, or from vector autoregressive (VAR)
models usually containing fewer than ten variables, often below five,! The macro-
model of the South African Reserve Bank (SARB) has recently undergone whole-
sale revision but has not yet been published. The previous vintage of the SARB’s
models omitted important interest rate transmission channels, via wealth effects
and hence asset prices (except for the exchange rate), and via expectations.
Further, these models gave insufficient attention to the consequences of regime
shifts. Consequently, it has been difficult to arrive at a well informed view of the
size and dynamics ol the effects of monetary policy.

While structural macromodels may be misspecified, reduced-form VAR models
are frequently prone to forecast failure from omitted structural breaks, key variables,
and lags. Clements and Hendry (1999) show that intercept-equivalent structural
breaks are the single most serious cause of forecast failure. Yet such breaks arc
commonly neglected in VAR studies? (see, for example, Hendry and Mizon (2000)
for a critique of VAR methodology and the resulting impulse response functions).

More generally, a VAR system with n variables and & lags uses (nk + 1) param-
eters per equation.’ To avoid the risk of structural breaks contaminating the model,
the decision is often made to restrict the length of the sample. This makes the
tradeoff between the lag length and the number of variables all the more severe if

- conventional levels of degrees of freedom are to be preserved. However, increasing
data frequency is of liitle help where data are highly persistent, as is mostly the case
with macroeconomic time series.*

In this paper we address some of these disadvantages in forecasting output for
South Africa, adapting a third approach, multistep single equation forecasting (see

18ee Jonsson {1999} for & small VAR model of prices, broad money, real income, interest rates, and
the exchange rate for South Africa. )

2For example, Britton and Whitley (1997} neglect the financial liberalization in U.K. consumer credit
markets in the 1980s and the shift in the fiscal and monetary policy regimes around 1979-80.

3Omitting relevant variables from a VAR amounts to allowing them to be approximaled by distributed
lags of the included variables. If a VAR with # variables and a maximum lag of & is represented by a
smaller system of r (< r) variables, the maximum lag is, in gencral, greater than &. This makes all the more
plausible that small systems with very short lags are misspecified. :

*Other routes to reduce overparameterization in VARs using Bayesian priors, as in the Minnesota
VAR, see Doan, Litlerman, and Sims {1984), Another Lype of restriction s to use recursive or block diag-
onal restrictions, again adopted in the Minncsota VAR, and also by Dungey and Pagan (2000).
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Stock and Watson, 1999, 2000, and 2001; Forni and Reichlin, 1998; and for neural
networks approaches, Tkacz, 2001). The dependent variable is, for example, the
four-quarter ahead rate of growth or inflation. Methodologically, these models can
be regarded as single equation, reduced forms of the related VAR system. Recent
research suggests that where VAR models suffer from specification errors, such as
omitted moving average error components or structural breaks—both important in
South Africa—single-equation, multistep models can provide more robust fore-
casts (Weiss, 1991; Clements and Hendry, 1996, 1998).

Our approach differs from that of Stock and Watson’s in several ways. We pay
careful attention to testing for structural breaks and, where necessary, mode! them;
use a stochastic trend to capture shifts in underlying capacity trends; employ
“general-to-specific” model selection procedures from a rich class of models
(Hoover and Perez, 1999; Hendry and Krolzig. 1999) subject to strong sign priors
derived from economic theory; and are able to test for long lags without loss of
parsimony by restricting the nature ol longer lags.

The multistep forecasting single equation models developed here have the
advantage of simplicity over a full VAR system and, it turns out, of economic
interpretability. South Africa experienced considerable political schisms from the
1960s onwards, and while the economic effects were profound (e.g., on produc-
tivity growth), the impact of such breaks is usually difticult to model. However,
our mode! contains a smooth nonlinear stochastic trend to help deal with these
changes—eflectively the Kalman filter applied to a time-varying intercept—whiie
VAR models generally do not.5

I. Theoretical Background

Following Muellbauer (1996) and Muellbauer and Nunziata (2001), output growth
is captured in a dual adjustment process: {irstly, output adjusts to equilibrium
output, given by an income-expenditure model; and secondly, output adjusts to
trend oulput, determined, in principle, by the state of technology and physical and
human capital stocks. The adjustment process involves spontaneously occurring
recovery forces operating in recessions. These might include real wages and mate-
rial and investment goods prices falling far enough relative to productivity trends
to make production, employment, and investment more profitable again, as well as
rising replacement demand and low interest rates resulting from the low invest-
ment rates associated with recession. The reverse mechanisms operate in booms,
together with the high marginal costs associated with over-time hour premia and,
in the limit, sheer capacity or skilled labor supply constraints.

Large macroeconometric models articulate many elements of these processes.
In what follows they will be summarized by a single adjustment equation. The
component of output growth due to the income-expenditure adjustment is shown
in Muellbauer (1996) to be approximately proportional to:

In some VAR studies, the Hodrick-Prescott filter is used to detrend output and other variables in advance
of cstimation. While this is different and. in our view, inferior to estimating the trend within the model (see
Harvey and Jaeger, 1993), in some comiexts the Hodrick-Prescott filter may give broadly similar results.
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A /Y. —GSUR +TSUR, (2.1)

where A is autonomous expenditure, Y is real GDP, and GSUR and TSUR are,
respectively, the ratios to GDP of the government and trade surpluses. Adding
adjustment to the lagged output gap to the income-expenditure adjustment gives:

AlnY, = b, +b,(A,/Y,_ - GSUR +TSUR )+ b,(InTY,_ —InY, ) (2.2)

where 7Y is trend output.

To convert this expression into a one-period ahead forecasting model effec-
tively involves forecasting autonomous expenditure and the government and
trade surplus ratios. Embedded in the autonomous term, A,, are credit, asset,
uncertainty, expectations, and terms of trade variables that influence consumption
and investment. Important proxies for these variables arise in the context of
empirical work on the monetary transmission mechanism,® including the “credit
channel,”7 Bernanke and Blinder (1992), Bernanke and Gertler (1995), or the
“financial accelerator,” Bernanke, Gertler, and Gilchrist (1996, 1999).

Asset prices should play an important role in the transmission mechanism,
whether one takes a “conventional” asset markets view, see Taylor (1999), or the
credit channel view, Recently, Stock and Watson (2001) have examined the role of
asset prices, including equity prices, bond prices, yield gaps, spreads, and
exchange rates in forecasting both output and inflation in seven OECD economies.
Finally, output effects of the terms of trade are widely acknowledged; for example,
real oil price effects have been studied in the U.S. by Hamilton (1983).

Clear sign priors exist on the autonomous demand forecasting variables
(see section III). The (positive) sign prior on a lagged (rade surplus® is also
clear, given the well known persistence of this variable, its reflection of posi-
tive terms of trade shocks and its potential role in reflecting excess capacity.
The sign prior on a lagged government surplus is less certain. Depending on the
fiscal policy feedback rule and the effect on private sector expectations, a
surplus will predict lower taxes and/or higher future spending, with a positive
growth effect. This may well dominate the short-term persistence of a conven-
tional negative “Keynestan” effect.

The forecasting equation will implicitly incorporate both monetary and fiscal
feedback rules and is therefore subject to the Lucas critique (Lucas, 1976). It is
mmportant therefore to build in parameter shifts reflecting such regime changes and
to test for parameter stability.

SStudies examining eflects of short-term inierest rates or other monetary policy indicators on subse-
quent cutpul growth using VARs include Sims (1980), Bernanke (1990) and Tadd (1990).

"Credit conditions have been proxied using spreads between corporate and government bonds as one
proxy for such credit terms, sec Gertler and Lown (1999): others have interpreted such spreads as a proxy
for uncertainty.

#Below we use instead the lagged current account surplus 1o include service flows also relevant for
domestic spending,
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Il. South African Policy Regime Changes

During the 1980s, there were significant regime changes with the move to new
operating procedures for monetary policy and domestic financial liberalization.
Macroeconomic management was complicated by large changes in capital flows
following major shocks in the form of significant gold price fluctuations and polit-
ical events. A series of political crises for the “Apartheid” government from 1976
entailed the increasing international isolation of South Africa, reflected in dimin-
ished trade and finance. In particular, from late 1985 until the democratic elections
of 1994, South Africa had little access to international capital (apart from trade
finance). These constraints, together with South Africa’s mineral dependency in
exports, are expected to give an important role to terms-of-trade shocks and the
current account balance in determining output growth.

Monetary Policy Regimes and Financial Liberalization

Broadly speaking, there have been three monetary policy regimes since the 1960s
{Table 1). The first regime was based on liquid asset ratios with quantitative
controls on interest rates and credit, and limited importance was attached to the
interest rate as a corrective tool. Considerable disintermediation occurred in the
late 1970s, and increasing dissatisfaction with the system led to a range of reforms
from the early 1980s (see Aron and Mueilbauer, 2002).
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A cash reserves-based system was introduced following the recommendations
of the De Kock Commission (De Kock, 1978, 1985), and direct controls were
gradually removed. There were technical changes to asset requirements over a few
years, and the role of the central bank’s discount rate was redefined. The regime
was in full operation by mid-1985, with pre-announced, flexible monctary targets
used from 1986. The discount rate was used to influence the cost of overnight
collateralized lending and hence market interest rates.

Financial liberalization began in the early 1980s, rapidly expanding credit
growth, and with a more open capital account in the 1990s, any usefulness of
monetary targets was diminished. In later years the targets were supplemented by
a broader set of indicators (see SARB Quarterly Bulletin, October 1997), though
it is likely that such indicators played a role in previous years too.%

Under a third system of monetary accommodation introduced in 1998, the
repurchase interest rate is determined at auction. The SARB signals its policy
intentions on short-term interest rates to the market through the amount offered at
the daily tender for repurchase transactions (see SARB Quarterly Bulletin, June
1999). In practice there has been little difference in interest rate behavior between
the current and previous regime, and the commercial banks collectively have
remained heavily influenced by SARB-directed preferences for the level of the
interest rate. From early 2000, an inflation targeting regime was instituted.

Exchange Rate Policy Regimes!?

Various exchange rate policy regimes are shown in Table 1. Until 1979 the rand
was pegged to either the U.S. dollar or the pound sterling. Exchange controls
restricted residents’ capital flows, and proceeds from the sale of assets by nonres-
idents were placed in blocked rand accounts, which made the repatriation of
capital difficult.

Greater flexibility was introduced in 1979 with a dual-currency exchange rate
system, following the recommendations of the interim De Kock Commission (De
Kock, 1978). A “commercial” exchange rate was announced on a daily basis in
line with market forces. A “financial” exchange rate applied to most nonresident
transactions, with all other transactions channeled through the commercial rand
market. The intended impact of the dual system was to break the direct link
between domestic and foreign interest rates, as well as to insulate the capital
account from certain categories of capital flows.

In 1983, the commercial rate was set free to be determined in the market,
subject to direct intervention by the SARB, and the dual rates were unified as
recommended by the De Kock Commission (De Kock, 1978, 1985). Controls on
nonresident capital movements were removed, and while those on residents
remained, they were treated more leniently,

*Extended Taylor rules have been used to examine empirically which factors influenced monetary
policy in the sccond monctlary policy regime (Aron and Muellbauer, 2002).
10See Aron, Elbadawi, and Kahn (2000).
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The unified currency remained stable for a few months, but following the gold
price decline in 1983, it began a sharp descent. In 1985, following a prolonged
period of political upheaval, U.S. banks recalled their loans, precipitating a debt
crisis, followed by a debt standstill, and subsequently a series of debt rescheduling
agreements. The unified rand fell even further, and eventually the financial rand
was reintroduced and capital controls on residents were tightened. The dual-
cwrrency system reinained in existence until its unification a decade later, in March
1995, under a managed float.

Under inflation targeting, however, the exchange rate is officially fully floating.

Trade Policy Regimes

From the mid-1980s, protracted capital outflows due to foreign disinvestment and
sanctions required an adjustment in the economy to maintain current account
surpluses in excess of required foreign debt repayments. This was partly achieved
through large increases in tariffs and introducing import surcharges. Trade barriers
began to be dismantled in 1990, and especially after 1994, which put downward
pressure on inflation.

One might expect the degree of openness to affect the influence of the real
exchange rate on growth, via the impact on the demand for exports and legkage of
demand into imports, see equation (2.2), Unfortunately, we do not have an index
of effective protection combining the effects of surcharges, tariffs, and quotas
(these last are dominant in South African trade policy until the early-1980s}; nor
can we directly capture the effects of trade sanctions. Instead, we use a proxy for
openness, which is derived from a model for the share of manufactured imports in
home demand for manufactured goods, where the latter is defined as domestic
production plus imports, less exports, for which we have annual data.

We do not employ the import share itself to measure openness, because it
depends on other factors, such as fluctuations in domestic demand and relative
prices of imports or the exchange rate. However, our model for the log of the
import share controls for these influences. The model includes a measure of
import tariffs and surcharges, which is one (negative) component of openness. The
unmeasured component of quotas and the effect of sanctions are captured in our
model by a smooth non-linear stochastic trend, estimated in STAMP (Koopman,
and others, 2000),

To capture demand side influences (other than home demand for manufac-
tured goods as defined above}, the model includes the growth rate of real GDP, the
log of the real exchange rate, and a lag in the log of the terms-of-trade, heavily
influenced by the price of gold. The latter might reflect sectoral differences in
GDP growth, relevant for imports, as well as the relaxation ol balance of payments
constraints when gold prices are high. Variables are defined in Table 2, where
some statistics are presented.

The results, estimated on annual data, are shown in Table 3, column 1 (estimated
over shorter samples demonstrates robustness of the parameters, scc columns 2 and
3). The tariff measure, the real exchange rate, and the import share are all /(1) vari-
ables and are expected to be cointegrated, while the log terms-of-trade and GDP
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growth are I{(}), sce Table 2. The hypothesis could be accepted that the coefficient
on the lagged (log) level of the import share was zero.

The influences of openness operate both through the measured effects of
import tariffs and surcharges (RTARIF), and through the unobservable effects
captured in the stochastic trend. We therefore define our openness indicator as the
fitted stochastic trend plus the fitted effect of RTARTF (—4.30 x RTARIF (-1)).)1 The
openness indicator ts shown in Figure 1, where a rise indicates trade liberalization.

Productivity Trends

In Figure 2, series for nonagricultural and manufacturing labor productivity are
shown, together with the respective stochastic 1(2) trends generated by regressions
on lagged productivity, a drought dummy for 1992, and a distributed lag of
capacity utilization (to remove cyclical effects). The trends are adjusted by
dividing by I minus the coefficient on the lagged dependent productivity variable,
and thus represent the trend of the long-run solution. Generally speaking, there
appears to be a considerable correlation between the openness indicator shown in
Figure 1 and productivity trends.

There was a trend rise in labor productivity in the 1970s corresponding to a
rising capital to labor ratio. The ratio of total private investment (excluding housing)
to GDP trended upwards until 1976 (the year of the Soweto riots), whereafter the

11'We convert (0 a guarterly measure by tuking the moving average of the step function implied by the
annual data and make a plausible guess as to the trend before 1970 and after 1998, with a slower puce of
larifi’ reductions.
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average trend, though fluctuating, was downwards. The oil price shocks of 1973 and
1979 levelled the productivity trends, and this is more pronounced for the broader
nonagricultural measure. A gold price shock beginning in 1980 brought renewed
investment until about 1982, but the 1980s as a whole saw slower productivity
growth. South Africa’s increasing isolation was partly responsible for this, but there
was also a large shift of employment towards the government sector, where real
and/or measured productivity is low. After the substantial sovereign debt crisis of
late 1985, labor productivity fell, though more sharply in manufacturing. Capital
inflows were severely restricted to expensive short-term trade finance, and trade
policy tightened sharply. A positive shock to gold prices beginning in 1987 was
followed by a recovery in real investment. The sharp upward trend in labor produc-
tivity in the 1990s has been due in large part to the shedding of labor in a more
competitive environment generated by rapid trade liberalization. To the extent that
real wages and other labor costs increased, this provided a further incentive to firms
to cut employment. The trend is steeper after 1995 with an open capital account,
when increased inflows promoted investment through cheap and available finance
and iniroduced new technology.

. Qutput Forecasts for South Africa

We now discuss how the theory represented in equation (2.2) is implemented in
practice, using South African data.

Model Specification

The single equation equilibrium correction model where Y is real GDP12 is:

n n &
AlogY = y(ao +U, + Yo X, —logl ) +Y 2B A, +e, (4.1)
=1 i=l 5=0
where & 1s white noise plus, possibly, a moving average error component, and U, is a
smooth stochastic trend reflecting the underlying capacity of the economy to produce.
We follow Harvey (1993) and Harvey and Jacger (1993) in defining the
stochastic trend L, as follows:

Le=He g + Ve +T1e 4.2
Ye="fr—1 T+ N2:

where 1);; are while noise errors. When the variance, var 1, = 0, W, is an /(1) trend
with drift. When the variance, var 13, = 0, P, is a smooth /(2) trend, and this is the type
we use Lo capture the evolution of the supply side. These non-linear trends can be esti-
mated, via the Kalman filter, in the STAMP package (Koopman, and others, 2000).

12In Muellbauver and Nunziata (2001), GDP is scaled by working age population so that the stochastic
trend picks up productivity growth. But high unemployment and poor data on population in South Africa
argues against this.
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Standard Dickey-Fuller tests suggest that over 1963-2000, log Y, is I(1),
implying that Alog Y, is a stationary variable (Table 2). This would imply that the
stochastic trend, [, the X; variables, and log Y are cointegrated. The fact that [ is
an /(2) variable is, at first sight, problematic. However, a low vanancc stochastic
trend closely resembles a segmented lincar trend so that ( u+}:a X flog}’) can
easily be /(0) over the relevant eamples

The key X variables investigated in the base model (sign priors are in paren-
theses) are the level of real interest rates () and changes in nominal short-term
interest rates (—), with interaction effects discussed below, respectively reflecting
theoretical predictions of effects on consumption and investment; the trade surplus to
GDP ratio (+) and government surplus to GDP ratio (7), discussed above: a real share
price index (+) reflecting wealth and costs of capital effects on consumption and
investment; the Tog terms of trade (+), which affects real domestic spending power;
our financial liberalization indicator (+); and a dummy for the drought of 1992/3 ().

A wider range of other influences was investigated for a shorter sample,
including the prescribed short-term liquid assets ratio (-), a monetary policy tool
frequently used before 1985 to restrict bank lending; and the log real exchange rate
intcracted with an indicator of the openness of the economy to trade (—) (the more
open the economy, the more positive for growth should be an increase in
competitiveness—a fall in the real exchange rate as measured). Volatility measures
ol inflation and share prices (—) and the spread between South African and U.S.
bond yields (-) proxy uncertainty and arc expected to reduce consumption and
investment when firms face downward sloping demand curves. Broader measurcs
of household wealth (+)—ratios of liquid and illiquid personal sector wealth to
personal sector nonproperty income, constructed in Muellbauer and Aron (1999)—
should raise consumption and so GDP; as should the rate of growth of real private
credit (), reflecting a mix of credit availability and a positive investment outlook.
Other factors include the change in U.S. short-term interest rates (=), which is a
predictor of South African interest rates; world industrial production (+); and net
capital inflows (+), indicating access to international capital inflows,

Supply side shifts due to investment are represented by the private investment
to GDP (?7) and capital-to-labor ratios (+), the former entering as the moving
average of the log ratio of fixed capital formation (excluding residential housing)
to GDP. In principle, this effect is ambiguous. As a proxy for a young capital stock
as a result of recent investment, it should capture an aspect of the capacity to
produce not fully reflected in the stochastic trend. If recent additions to the capital
stock have been high, however, [irms have less need to expand capacity and may
have depleted financial reserves. In the near term, investment expenditure might
be expected to fall, reducing growth.

The variables are defined in Table 2, where statistics are also given. These
variables explain the deviafion in income from a smooth stochastic trend, which
does not impose changes in trend a priori but allows them to be estimated flexibly,
Parameter shifts in the income-forecasting relationships appear to take place at
broadly the dates suggested by prior information about policy regimes, and in the
direction predicted by theory.

We have emphasized four types of regime shifts. The first is captured by the
stochastic trend, shown in Figure 3. Thus, the output gap (u,—In¥;) in equation (4.1)
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is measured as the deviation of log GDP from a nonlinear trend. The general shape
of the trend reflects the discussion on productivity growth in the previous section,
including the slowdown in the 1980s and increase in the 1990s.

The second type of parameter shift reflects the changing sensitivity of output
growth to interest rates as the monetary policy regime changed in the 1980s.
From 1983-84 there was a move away from quantitative controls via liquidity
ratios and other mechanisms towards more market-oriented methods of control
via interest rates. We investigate systematically the effects of these changes on
the monelary transmission mechanism by constructing a duminy indicator from
the changing prescribed liquid asset requirements for commercial banks in the
1980s (see Table 2), which we cross with nominal and real mterest rates.

The third shift is financial liberalization in consumer credit markets from the
1980s. Proxying this by the ratio of debt to income, as in Bayoumi (1993a, 1993b)
and Sarno and Taylor (1998}, is not ideal because this ratio responds with a lag to
deregulation, and it depends also on income expectations, asset levels, uncertainty,
and interest rates. Bandiera and others, (2000) propose the technique of principal
components to summarize the composite information in a set of dummy variables
reflecting different facets of financial liberalization. However, the weights do not
reflect the behavioral impact of financial liberalization. A flexible technique
linking institutional information with behavioral responses is needed.

In Aron and Muellbauer (2000b, ¢), our innovation is to treat financial liber-
alization as an unobservable indicator entering both household debt and consump-
tion eguations. The indicator, FLIB, is proxied by a linear spline function, and the
parameters of this function are estimated jointly with the consumption and debt
equations (subject to cross-equation restrictions on the coefficients in the spline
function).!® The estimated parameters for FLIB reflect the key institutional
changes in credit markets, Our indicator shows strong rises in 1984, 1988, and
1995, with more moderate increases in 1989, 1990, and 1996 (Figure 4).

The last shift reflects the evolving trade policy and is captured in our measure
of openness, described above (see Figure 1). This would be expected to shift the
influence of the real exchange rate on growth, while the direct effect of increased
openness on productivity and hence capacity growth will be buried in the esti-
mated stochastic trend, y,.

Results of Estimations for the Basic Regression

A general-to-specific testing procedure on quarterly data for 1963:1-2000:2 (fore-
casting 1o 2001:2) was applied to a version of equation (4.1) with a sel of variables
available for the whole period:.'* We use a device to save on degrees of freedom while
permitting the examination of longer lags than is possible in a conventional VAR
model. For lags longer than four, the lag structure is restricted to fourth changes or

13%We define FLIB using a linear spline function. The “knots™ in the spline function occur in the first
quarter of each year {i.e., it can shitl shape in the first guarter of each year). Under the constraint that the
paramclers be nonnegative (1.c., that there is no reversal in financial liberalization), in practice only six
parameters are needed to define FLIB.

14For example, our opentness indicator and the real exchange rate are accurately defined only from
1570, Privalc sector credit prowth data begin in 1967, Liquidity ratios presented by the SARB begin in 1963,
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four-quarter moving averages to prevent overparameterization. This gives the parsi-
montous equation shown in the first column of Table 4. In the process of simplifica-
tion from the general forms, the data suggested several transformations, in particular,
moving average versions of some of the key regressors. The same specification is
reported in columns 2-6 for different samples to demonstrate parameter stability,
given that Chow tests are unavailable in STAMP. Figure 2 shows real output and the
stochastic trend generated from the equation in column 1, Table 4.
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In the parsimonious equations reported, all explanatory variables are I(0) as is
the deviation of log output from the stochastic trend. Note, however, that the
current account and government surplus to GDP ratio are borderline 7(0), so
potentially could also be part of a cointegrating vector.

Turning to the parameter estimates in Table 4, all sign priors are supported by
the data. Nominal rises in interest ratcs and the level of the real rate both have
strong negative effects on subsequent growth. The real interest rate also enters as a
lagged four-quarter moving average, suggesting its effect on output is relatively
persistent. The long duration probably results from the effect on investment and
therefore on the capital stock of high real rates. However, the shift towards more
market-oriented monetary policy in the 1980s appears to have somewhat weakened
their influence. The shift is picked up by interacting Ay(PRIME) and RPRIMA with
the prescribed liquid asset ratio measure, where PRIME is the prime rate of interest
for borrowing from banks. Before the shift, high liquidity ratios and other guanti-
tative methods of controlling credit growth were correlated with changes in
nominal rates, exaggerating the apparent influence of interest rates on growth. After
the shift, firms and households could also refinance more easily, meaning that
higher nominal interest rates had a weaker effect on expenditures. Although most
of the cffect of changes in nominal interest rates disappears, however, the greater
volatility of interest rates in the new monetary regime means that the proportion of
the variance of growth explained by interest rates remains high. The high and rising
level of real interest rates in the 1990s explains much of the poor performance of
output. Financial liberalization enters as a first difference, suggesting only a short-
run effect in boosting output.

The government surplus effect enters through a three-year moving average,
suggesting that government deficits have persistent negative effects on subsequent
income growth.}5 These effects could reflect typical concerns for budget deficits’
followed by higher taxes or lower government expenditures, but these deficits may
also signal political shocks. In the past, political unrest was often followed by higher
social or military expenditures, which thus may serve as a proxy for a direct nega-
tive effect on growth through falling investment. Note that government surpluses
also reflect positive terms-of-trade shocks, since these are associated with higher tax
revenue from mining companies. There is no evidence of an increased coefficient
after 1994 associated with the shift in fiscal policy discussed above.

The positive effect expected from the current account surplus to GDP ratio,
RCASUR, is also confirmed, another channel for the terms of trade. It may also
provide additional information on the output gap. Lags in RCASUR may therefore
reflect persistence in RCASUR, which both helps forecast the trade balance and
plays an indirect role via its contribution to measuring the output gap. There is an
additional, positive effect (though weak) from the (three year) change in the terms
of trade (including gold), as one might expect in a mineral dependent economy.
Finally, given the importance of agriculture in South African output, the drought
dummy for 1992 produces the expected negative effect.

13In the U.S. (Muellbauer, 1996}, there is some evidence that before the heightened concern with govern-
ment deficits in the 1980s, there was a negative “Keynesian” responsc of output to the government surplus.
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In Figures 4-6, we provide a visual display of the size of the impact of ditferent
variables or combinations of variables on output. The dependent variable is defined
as Aglog GDPryq + 1.14 log GDP,— ., which is a close approximation to the output
gap defined as the deviation of log GDP,, 4 from the trend scaled by 1.14.

Figure 4 (above) plots this dependent variable against the regression-weighted
combination of the five different interest rate effects minus their respective means
and similarly for the change in the indicator of financial liberalization. This confirms
the very important role of interest rates in the recent weakness of economic growth
in South Africa. Figure 5 shows the contribution of current and government account
surpluses relative to GDP, which, as noted above, incorporate large indirect terms-
of-trade effects. Figure 6 shows the small direct effect of the terms of trade.

To test for parameter stability, various sample breaks were chosen. The first
begins in the 1970s (column 2). The second, until the second quarter of 1989,
covers the period prior to the new monetary regime of central bank governor Stals,
and an increased momentum of political change under the new President de Klerk,
initiated by the release of political prisoner Nelson Mandela (column 3). The third,
unti] the first quarter of 1994, covers the period prior to the transition to a demo-
cratic government (column 4). Finally, in column 5, we show estimates for the
period of the floating exchange rate.

Though a formal F-test of parameter stability is not possible given the
stochastic trend, the parameter estimates from the shorter samples are close to
those of the full period, suggesting that, once structural change has been accounted
for as described above, the remaining parameters are quite stable. This is evidence
that the model is robust to the Lucas critique. There is no evidence of autocorre-
lated residuals. Tests for normality and heteroscedasticity are also satisfactory. !6

Results of Estimations with Additional Variables

Although this basic model seems fairly robust, it is noteworthy that the standard
error of the residuals is clearly higher in the pre-1970 period. This may well reflect
omitted variables, such as the real exchange rate, which is likely to have been
affected by higher inflation in South Africa in the mid-1960s and by the U.K.s
devaluation in 1967. In Table 5 we show a series of specifications estimated from
the first quarter of 1970 with a wider set of variables.!”

As Table 5 shows, all these variables operate in the direction suggested by
a priori economic considerations (given the proviso of the ambiguous effects
discussed above). Credit growth enters as a two-year growth rate.!$ In Table 5,

16The current version of STAMP makes recursive forecasting and thus rigorous out-of-sample perfor-
mangce evaluation infeasible.

"We also tested a number of other variables that failed to have any significant influence. These
included a measure of inflation volatility, another uspect of uncertainty; the log ratio of capital to employ-
ment, reflecting capital deepening; the log of real U.S. GDP and the log of wosld industrial production, to
measure the global economic environment; and finally, the domestic debt to GDP ratio, to proxy
constraints on fiscal policy.

'*In our inflation forecasting work, we find credit growth to be insignificant over a lour-quarter horizon,
but significant over an eight-quarter horizon. The channel of transmission from credit growth to inflation may
well operate via the output gap on a four quarter-ahead horizon, which influences inflation four quarters later.
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INTEREST RATE EFFECTS ON OUTPUT

column 1 shows a fairly general specification, while column 2 eliminates four
statistically less significant effects, Interestingly, one of these eliminated variables
is the interaction of the current moving average of the real interest rate with the
dummy measuring the 19835 shift in the monetary policy regime, NRPRIMA.
Columnn 2 thus suggests that the real interest effect is stable over the entire peried,
so that from 1985 only the overall effect of the change in the nominal interest rates
is sharply lower. Columns 3 and 4 show the specification from column 2 over
different samples, as a check on robustness. Column 5 shows results with the
personal sector wealth to income ratio, although the f-ratio is only 1.4. Column 6
includes the South African-U.S. bond spread, which, perhaps not surprisingly,
weakens the effect of capital flows, as it is capturing similar phenomena. Finally,
column 7 confirms the second of the two possible interpretations of the investment
to GDP ratio, with a negative coefficient on the variable.
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For most specifications, the SARB’s prescribed liquidity ratio, real credit
growth, the real exchange rate-openness interaction, and long-term net capital
inflows to GDP remain significant. Of these, we must highlight the role of the real
exchange rate-openness interaction, which is the only significant, clearly /(1) vari-
able in Table 5. First, note that the post-1994 data are critical in estimating its
coefficient—see Table 5, column 4, where the effect is quitc insignificant esti-
mating up to 1994. Since there has been a trend decline of the real exchange rate
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since 1994 (see Figure 1), it is difficult to distinguish this effect from a shift in the
stochastic trend reflecting the underlying capacity of the economy to produce, or
any other trending variable that has had a positive effect on output growth since
1994. In other words, though the effect works in the direction one would expect, its
estimated size is unlikely to be robust. Secondly, the Table 5 results are sensitive to
the inclusion of this variable: if it is excluded, the other additional variables become
individually and jointly less significant, and after successive simplification, the
model reverts to the Table 4 specification. Perhaps this kind of difficulty is
inevitable in an economy that has been through structural changes as deep as those
that have faced South Africa.l® Note that taking the coefficient for the interactive
effect of —0.33 from Table 5, column 6, a sustained fall in the real exchange rate of
10 percent translates into a 1.5 percent higher level of output. Given that such a fall
also improves the current account surplus, the full effect should be even larger.

In Figure 3, we show the stochastic trend implied by Table 5, column 2, and
compare it to that implied by Table 4, column 1. Note that in the mid-1980s the
trend from the Table 5 regression shows less of a slowdown, since this is
accounted for in the model by the drying up of foreign capital. It grows much less
after 1994, since the real exchange rate-openness interaction has such a posiiive
effect in this period.

IV. Monetary Policy Implications and Discussion

We have employed multistep [orecasting techniques in estimations with stochastic
trends to predict output growth in South Africa, one year ahead. The model builds
in allowances for diminished trade and finance related to periodic political crises,
monetary policy regime shifts in the 1980s, and financial liberalization, so
addressing the Lucas critique. A smooth stochastic trend satisfactorily represents
long-run changes in productivity and capacity growth given these regime changes.
Other innovative features arc the use of comprehensive sign priors based on
economic theory and resirictions in the form of longer lags—rather than their
omission—in reducing the model from a general to a parsimonious form.

The models offer important insights on monetary policy transmission.?®
Levels of real rates influence output, and the effects persist for up to three years,
even without feedback effects via the other explanatory variables. However, Table
5 implies the effects of changes in nominal interest rates have been reduced by
changes in the monetary policy regime, particularly in 1983-85: a one percentage
point rise in the prime rate now has a smaller direct effect on output than before
the shift in monetary policy in the early 1980s, when policy emphasized liquidity

191f there were measures of openness and the Teal exchange rate betore 1970, the robustmess of these
results could probably be improved.

20Note that this model, even in combination with our inflation forecasting model, Aron and Muellbauer
(2000a), does not constitute a fill system and hence does not make possible policy experiments of the fype
discussed by Cunningham and Haldane (2002). where different munetary policy feedback rules can be
compared. Nevertheless, our models suggest which variables and structural breaks should be included in
such a systent. Clearly, the system is required fully to trace through effects of ditferent types of shocks over
different horizons.
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ratios, credit directives, and other quantitative controls on credit expansion. One
reason for the reduced coefticient is that such controls are excluded from our
model yet are likely to be positively correlated with interest rates, implying that
the pre-1983 interest rate effects are probably overstated. A second teason is that
with more liberal credit markets, borrowers found it easier to refinance when
nominal rates rose, so reducing the impact of interest rates, especially changes in
nominal rates, on output.

- When central banks follow systematic policy rules, as in the Taylor (1993)
rule linking short-term interest rates to the output gap and inflation, it can be diffi-
cult to identify interest rate effects in a reduced form forecasting equation or in the
impulse response function from a VAR (Rotemberg and Woodford, 1997). There
are two reasons why this is not a problem in our study: our equations embody
theory-derived sign restrictions; and interest rates in South Africa have, at times,
been subject to large exogenous shocks (Aron and Muellbauer, 2002).

A surprising finding is that, while we can find positive wealth effects on output
growth a year ahead, these are never very significant, yet they are important for
explaining current consumption (Aron and Mucllbauer, 2000b, ¢). This is in sharp
contrast to the sizeable and highly significant stock market price effects in fore-
casting U.S. GDP (Muellbauer and Nunziata, 2001). The stock market in South
Affrica is less liquid than that in the U.S. and less important for raising new capital.
It tends to be strongly linked to movements on Wall Street and in metals prices. The
former may be less relevant for growth in South Africa and the terms of trade effects
already enter the model through several other routes. It is possible that our interest
rate effects are effectively capturing the asset channel as well as more direct interest
rate transmission channels, leaving only a small role for asset prices.

We find evidence over a 1970-2000 sample (with a more complete data set)
that South Africa became more responsive Lo the real exchange rate as its economy
became more open during the 1990s, especially after 1994, During 1970-2000,
there is also evidence that international capital flows and the growth of real
domestic credit improve the one year ahead growth outlook, However, the sample
is too short to be sure of the robustness of the size of the real exchange rate effect,
though its direction is surely correct.

The model suggests that there are significant potential growth benefits from
the fiscal discipline South Africa has exercised in recent yvears. At the same time,
because of the serious growth consequences of high real interest rates, and the
perverse short-term inflationary effects of higher interest rates—in part because of
the mortgage cost element in the consumer price index2!—policy responses such
as the rise in prime rate to 25 percent in the emerging markets crisis of 1998
should be avoided. Moreover, our research on interest rate rules in South Africa
suggests that a major reason for the rise in real intercst rates in the 1990s was a
response to the liberalization of consumer credil and mortgage markets. This also
accounts for much of the decline in private saving (Aron and Muellbauer, 2000c).

' Homeowner housing costs are measured using the mortgage interest rate in the CP1, which apart
from having un(ortunate policy implications. has a weak conceptual basts in the coniext of liberalized
mortgage markets.
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Stronger prudential regulation in this area could have had considerable growth
benefils. Under the new inflation targeting regime, the large output costs of high
real interest rates should focus attention on other policies that could bring down
inflation, including competition policy, labor market policies, and improved
measurement of housing costs in the consumer price index.

The robustness of forecasts over a one-year horizon is likely to be enhanced
by the stochastic trend incorporated in our models, which evolves with changing
circumstances, and the next few years are unlikely to be an exception. Regrettably,
the AIDS-HIV pandemic, the economic cifects of which are likely to peak in the
coming decade, see Lewis (2001), is clouding the outlook in South Africa. It will
affect productivity growth and the government surplus, and probably the current
account and long-term capital flows, all shown to affect the onc-year ahead growth
outlook.
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