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Summary

This paper evaluates three different pre-1997 econometric models for predicting currency crises.
The question is, If we had been using these models in late 1996, would we have been better able
to predict the Asian crisis? We chose the three papers: Kaminsky, Lizondo, and Reinhart (1997)
(hereafter KLR); Frankel and Rose (1996) (FR); and Sachs, Tornell, and Velasco (1996) (STV).

The answer to the question posed in the title of this paper is, “Yes, but not very well.” The
answer is “yes” since the KLR forecasts are clearly better than a naive benchmark of pure
guesswork. We say “not very well” because none of these models reliably predicts the timing of
crises, that is, whether there would be crises in 1997. False alarms almost always outnumber
appropriate warnings. Moreover, the statistically significant results imply that some of the models
clearly outperform pure guesswork, not that they do better than the analysis of informed
observers. '

These models may give insight into the nature and causes of crises independently of their value
as predictors. They demonstrate that the probability of a currency crisis increases when domestic
credit growth is high, the bilateral real exchange rate is overvalued relative to trend, and reserves
are low when measured as a ratio to broad money. All but STV also suggest that a large current
account deficit tends to precede crises. For the 1997 crises, some of the models make significant
out-of-sample predictions despite the omission of some heavily emphasized phenomena such as
weak banking supervision and poor corporate governance. Apparently, the Thai crisis was
relatively easy to predict; the Indonesian crisis was perhaps less foreseeable. This exercise has also
shed some light on empirical modeling issues.

These models are not the last word. We also estimate an alternative model that provides generally
better forecasts than the best tested alternative.
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I. INTRODUCTION

In recent years, a number of researchers have claimed success in systematically
predicting which countries are more likely to suffer currency crises. The Asia crisis has
stimulated further work in this area, with several papers already claiming to be able to
“predict” the incidence of this crisis using pre-crisis data.’

It may seem unlikely that currency crises should be systematically predictable. In
practice, they usually seem to come as a surprise. Since the exchange rate is an asset price, it
is reasonable to doubt that sharp and predictable movements are consistent with the actions of
forward-looking speculators. Early theoretical models of currency crises suggested that crises
may, however, be predictable even with fully rational speculators. They emphasized an
inconsistency between the maintenance of a currency peg and other economic policies. The
signs of this inconsistency, such as large government deficits or declining reserves, should help
predict crises. A central insight of these models is that even if the crisis and its timing are fully
predictable (for example, because excessive money creation is leading to a steady loss of
reserves), speculators will wait until reserves are below some critical level before they attack.’

Later analyses have extended this picture in several ways, partly inspired by the
apparent absence of weakening fundamentals prior to the successful attacks on various EMU
currencies in the early 1990s. These so-called “second generation” models have made the
point that currency crises could represent not the result of a deteriorating underlying situation
but instead a “jump” from one equilibrium, the pegged regime, to another, the devalued or
floating regime. As with a bank in the absence of deposit insurance, two equilibria are
possible: one with default (here devaluation) and one without. In this view, a country may be
in a situation in which an attack, while not inevitable, might succeed if it were to take place.
The exact timing of crises would be essentially unpredictable. Even here, though, it may be
possible to identify whether a country is in a zone of vulnerability, that is whether
fundamentals are sufficiently weak that a shift in expectations could cause a crisis. In this case,
the relative vulnerability of different countries might predict relative severity of crises in
response to a shock such as a global downturn in confidence in emerging markets.*

It is one thing to say that currency crises may be predictable in general, however, and
another that econometric models that are estimated using historical data on a panel or cross-
section of countries can foretell crises with any degree of accuracy. Here the question is
whether crises are sufficiently similar across countries and over time to allow generalizations
from past experience, and whether adequate data on the signs of crisis are available. Each
crisis episode presents unique features, and many factors that may indicate a higher probability

*IMF (1998), Kaminsky (1998), Sachs and Radelet (1998b), Sachs (1997), Corsetti et al.
(1998), Tornell (1998).

*Krugman (1979), Blanco and Garber (1986).

*See Flood and Marion (1998) for a survey of this literature.
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of crisis, such as inadequate banking supervision or a vulnerable political situation, are not
easily quantified.

The possible endogeneity of policy to the risk of crisis may also limit the predictability
of crises. For example, authorities within a country, or their creditors, might react to signals
so as to avoid crises.’ On the other hand, a focus by market participants on a particular
variable could result in its precipitating a crisis where one might not otherwise have occurred.

Ultimately, the question of whether crises are predictable can only be settled in
practice. The recent work claiming success in predicting crises has focussed almost exclusively
on in-sample prediction, that is on formulating and estimating a model using data on a set of
crises, then judging success by the plausibility of the estimated parameters and the size of the
prediction errors for this set of crises.® The key test is not, however, the ability to fit a set of
observations after the fact, but the prediction of future crises. Can the model predict the crises
that are not in the sample used in its estimation? Given the relatively small number of crises in
the historical data, the danger is acute that specification searches through the large number of
potential predictive variables may yield spurious success in “explaining” crisis within the
sample. The possibility that the determinants of crises may vary importantly through time also
suggests the importance of testing the models out-of-sample.

The flurry of work between the 1994 and 1997 crises and the large number of crises
observed in 1997 provides an excellent opportunity to test existing state-of-the-art “early
warning systems” out-of-sample. This paper evaluates three different models proposed before
1997 for predicting currency crises. The idea is to try to answer the question: if we had been
using these models in late 1996, how well armed would we have been to predict the Asia
crisis?

We chose the following three approaches based on their promise as early warning
systems and their success within sample:

. Kaminsky, Lizondo, and Reinhart (1997) (hereafter KLR) monitor a large set of
monthly indicators that signal a crisis whenever they cross a certain threshold. This
approach has the potential attraction that it produces thresholds beyond which a crisis
is more likely. This accords with the common practice of establishing certain warning
zones, such as current account deficits beyond 5 percent of GDP or reserves less than
three months of imports. The authors claim some success in developing a set of
indicators that reliably predict the likelihood of crisis. Moreover, Kaminsky (1998) and
Goldstein (1998) have asserted that this method can be applied successfully to the
1997 crises.

*Initially successful early warning systems might thus cease to work following publication.

* *Exceptions are Tornell (1998), discussed below, and Kaminsky (1998), which, while it
presents out-of-sample estimates of the probability of currency crisis, does not provide tests of
whether these forecasts are better than, for example, guesswork.
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. Frankel and Rose (1996) (FR) develop a probit model of currency crashes in a large
sample of developing countries. Their use of annual data permits them to look at
variables, such as the composition of external debt, that are available only at that
frequency.

. Sachs, Tornell, and Velasco (1996) (STV) restrict their attention to a cross-section of
countries in 1995, analyzing the incidence of the “tequila effect” following the Mexico
crisis. They concentrate on a more structured hypothesis about the cause of this
particular episode, emphasizing interactions among weak banking systems, overvalued
real exchange rates, and low reserves. They claim to explain most of the cross-country
pattern of currency crisis in emerging markets in 1994—1995. Their approach has also
been applied to analyzing the Asia crisis.’

The paper is organized as follows. Sections 2 through 4 implement each model in turn.
For each method, we:

. Briefly describe the methodology.

. Duplicate the original results as closely as possible, using where possible the original
data. We also re-estimate over the same sample, fixing any errors in the original
estimates and using currently available and hence revised data.

. Reestimate the models using data through 1996 in order to forecast for 1997, as
would a researcher who at the end of 1996 aimed to predict crises the following year.
We use two samples of countries: the same as the original paper, and another common
sample for purposes of comparing across the three methods.

. Make a few plausible extensions or improvements. These changes are in some cases
inspired by events in 1997, but again we estimate using data only through 1996.

. Use the models to forecast the probability or severity of crisis for 1997. We generate a
ranking of countries according to predicted probability or severity of crisis in 1997 for

each model, then compare the predicted and actual rankings.

Section 5 summarizes and discusses the results. A conclusion follows in Section 6.

"Tornell (1998), Sachs, and Radelet (1998b) and Corsetti et al. (1998) estimate variants of
STV for 1997. IMF (1998) constructs a composite indicator of crisis based on the STV

approach and argues that it accords well with the pattern of country experience in the Asia
Crisis.
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II. KAMINSKY-LIZONDO-REINHART (1997) SIGNALS APPROACH
A. Methodology

KLR propose the monitoring of several indicators that tend to exhibit unusual behavior
prior to a crisis. A currency crisis is defined to occur when a weighted average of monthly
percentage depreciations in the exchange rate and monthly percentage declines in reserves
exceeds its mean by more than three standard deviations.® KLR choose 15 indicators based on
theoretical priors and on the availability of monthly data.” An indicator issues a signal
whenever it moves beyond a given threshold level. A “good” signal is one that is followed by
a crisis within 24 months. An “optimal” set of thresholds is calculated, defined as a set that
minimizes the noise-to-signal ratio: i.e., the ratio of false signals to good signals.

Thresholds are defined relative to the percentiles of the distribution of the indicator by
country. For example, the threshold for real exchange rate deviations might be the 85th
percentile, so that any value of the real exchange rate deviation above this percentile would
constitute a signal. The percentiles are calculated relative to each country's empirical
distribution of the variable in question. To continue the example, the threshold value of the
real exchange rate deviation for each country is the 85th percentile of that country's
distribution of real exchange rate deviations. Thus, minimizing the noise-to-signal ratio for the
sample of countries yields a percentile for each indicator that is uniform across countries, but
the corresponding country-specific thresholds associated with that percentile will differ across
countries.

SWeights are calculated so that the variance of the two components of the index are equal.
Weights and the mean and standard deviation of the exchange rate component of the index are
calculated separately for low and high inflation periods, where the latter are defined as the
collection of months for which inflation in the previous six months was greater than

150 percent. Note that lack of data precluded the inclusion of domestic interest rates in the
crisis definition. Eichengreen, Rose, and Wyplosz (1996), who analyze currency crises in
developed countries, include domestic interest rates.

’Indicators are: (1) international reserves (in U.S. dollars); (2) imports (in U.S. dollars);

(3) exports (in U.S. dollars); (4) terms of trade; (5) deviations of the real exchange rate from a
deterministic time trend (in percentage terms); (6) the differential between foreign and
domestic real interest rates on deposits; (7) “excess” real M1 balances, where excess is
defined as the residuals from a regression of real M1 balances on real GDP, inflation, and a
deterministic time trend; (8) the money multiplier of M2; (9) the ratio of domestic credit to
GDP; (10) the real interest rate on deposits; (11) the ratio of (nominal) lending to deposit
rates; (12) the stock of commercial bank deposits; (13) the ratio of broad money to gross
international reserves; (14) an index of output; and (15) and index of equity prices (measured
in U.S. dollars). The indicator is defined as the annual percentage change in the level of the
variable (except for the deviation of the real exchange rate from trend, “excess” real M1
balances, and the three interest rate variables).
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Some notation may help with this last point. Let x; be a variable that may help predict
crises, such as the 12-month growth in exports for country I in period t. The percentile is then
p(x;), the number between zero and 100 representing where x; fits in the distribution of x;.
I(p(x,)) is the indicator, taking a value of 1 when p(x,) is above the threshold percentile for
that indicator.

The KLR approach is bivariate, in that each indicator is analyzed, and optimal
thresholds calculated, separately. Kaminsky (1998) aggregates the separate indicator series
into a single crisis index by computing a weighted average of the indicators I(p(x,)), with the
weights based on the noise-to-signal ratios of each indicator. She then calculates a probability
of crisis for each value of the aggregate index by observing how often within the sample a
given value of the aggregate index is followed by a crisis within 24 months.

B. Implementation
1. Reproduction of KLLR Results
We first attempt to reproduce the KLR results using the same 20-country, 1970-95
sample they use.’® Following KLR, we first examine the effectiveness of the approach by
determining the extent to which each individual indicator is useful in predicting crises.
Table 1 presents information of the performance of individual indicators, from KLR

and from our reproduction. Consider the performance of each indicator in terms of the matrix
below:!

Crisis within 24 months No crisis within 24 months
Signal was issued A B
No signal was issued C D

The cell A represents the number of months in which the indicator issued a good
signal, B is the number of months in which the indicator issued a bad signal or “noise,” C is
the number of months in which the indicator failed to issue a signal which would have been a
good signal, and D is the number of months in which the indicator did not issue a signal that
would have been a bad signal.

The first column in Table 1 shows the noise-to-signal ratio estimated for each
indicator. This is defined as the number of bad signals as a share of possible bad signals

YArgentina, Bolivia, Brazil, Chile, Colombia, Denmark, Finland, Indonesia, Israel, Malaysia,
Mexico, Norway, Peru, Philippines, Spain, Sweden, Thailand, Turkey, Uruguay, and
Venezuela.

" All tables follow the References section of the paper.
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(B/(B+D)) divided by the number of good signals as a share of possible good signals
(A/(A+C)). The threshold percentile, chosen to minimize this ratio, is shown in column 3.
Column 2 shows how much higher is the probability of a crisis within 24 months when the
indicator emits a signal than when it does not. When the noise-to-signal ratio is less than 1,
this number is positive, implying that crises are more likely when the indicator signals than
when it does not. Indicators with noise-to-signal ratios equal to or above unity are not useful
in anticipating crises.

Our results are broadly similar to those of KLR, though we are not able to match
exactly the KLR results, as columns 5 through 7 of Table 1 show.'? The patterns are quite
similar, though column 1 shows slightly weaker performance than reported by KLR for most
of the indicators. Differences are starker for four indicators, for which KLR find a noise-to-
signal ratio substantially below unity while we find a ratio above unity. Thus, although KLR
find 12 informative indicators, that is those with noise-to-signal ratios below unity, we find
only eight of these to be informative.”

There are a number of possible reasons for the differences in results. We have found
that our implementation of the KLLR definition of crisis results in a set of crisis dates that do
not fully match the KLLR crisis dates as reported in Kaminsky and Reinhart (1996).
Specifically, we fail to match 14 out of 76 KLR crises.* Some of this discrepancy may come
from differences in the raw data.'> We have found that seemingly small differences due to
revisions in IFS data can strongly influence the results, and furthermore they and we
separately “cleaned” the data of errors.'®

ZKLR do not report their threshold percentiles.

BThese are: deviations of the real exchange rate from trend, the growth in M2 as a fraction of
reserves, export growth, change in international reserves, “excess” M1 balances, growth in
domestic credit as a share of GDP, the real interest rate, and the growth in the money
multiplier of M2 (these indicators are also all informative in the KLR analysis).

“In Kaminsky and Reinhart (1996) there are 76 crises. We find 72 over the same sample. The
match is not as good as this suggests, however, as we find some crises that KLR do not and
vice versa. There are 14 KLR crises that we do not find and cannot account for (due to small
differences in procedure regarding windowing and other identifiable factors). In addition,
Kaminsky and Reinhart add a crisis for Chile that is not produced by their definition (personal
communication with the author).

“We have not had access to their data. Our stock price indices are from a different source
than KLR, possibly accounting for the difference with regard to this variable.

1%Other possible sources include the fact that we may not have exactly matched the KLR
procedure, all the details of which are not fully specified in the paper.
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As a first step toward considering the extent to which a group of indicators is useful in
predicting crises, Table 2 shows the proportion of good indicators signaling a crisis (good
indicators here are those with a noise-to-signal ratio less than 1). In more than one-half of the
crises, at least 60 percent of the good indicators were signaling, while this was the case in
slightly more than one-third of the tranquil periods. Indicators often emit false signals of crisis,
however. Indeed, 98 percent of the times that at least 60 percent of the good indicators were
signaling, there was »o crisis within 24 months.

Having reproduced as nearly as we could the KLR results, we carry out three sorts of
modifications. First we change the sample and try two other indicators. In the following
subsection, we modify the basic methodology. Specifically, we depart from the entire
“indicators” methodology that looks for discrete thresholds and calculates noise-to-signal
ratios. Instead, we apply a probit regression technique to the same data and crisis definition as
in KLR. In the process we test some of the basic assumptions of the KLR approach.

We modify the sample in two ways. First, we estimate only through April 1995. This
reflects the information available to the analyst just before the Thai crisis of July 1997, since
the evaluation of an observation requires knowing whether there will be a crisis within
24 months."” Second, we change the sample of countries. This will allow the KLR results to
be more comparable to those of the other two papers under consideration, as well as serving
as an informal test of robustness of the KLR approach. We omit the five European countries
from the sample and add other emerging market economies.'® Our 23-country sample is the
union of the emerging market economies in the KLR set and the countries in the STV
sample."” The last four columns of Table 1 show that indicator performance over the larger
sample is broadly similar to results using the KLR sample. At least for the informative
indicators, the thresholds appear fairly similar. The average noise-to-signal ratio falls a little
for the informative indicators in the 23-country sample (as well as for the entire set of
indicators). The most important changes in the noise-to-signal ratios are that the growth of the
M2 multiplier is no longer informative while the change in terms of trade is, though only
marginally, with a ratio above 0.9. In what follows, we focus on the 23-country sample
estimated through April 1995.

YKLR estimate through 1995 but are not explicit about the final month. We have assumed
they use data through December.

' We add the following countries to the 15 KLR emerging market economies: India, Jordan,
Korea, Pakistan, South Africa, Sri Lanka, Taiwan Province of China, and Zimbabwe.

' The complete sample of countries comprises Argentina, Bolivia, Brazil, Chile, Colombia,
India, Indonesia, Israel, Jordan, Korea, Malaysia, Mexico, Pakistan, Peru, Philippines, South
Africa, Spain, Sri Lanka, Taiwan Province of China, Thailand, Turkey, Uruguay, Venezuela,
and Zimbabwe.
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Table 2. Proportion of Indicators Signaling a Crisis

Proportion of Indicators Crisis Months Tranquil Months
Signaling a Crisis Number Percent Number Percent
80-100 percent 22 32 788 12
60-79 percent 24 35 1627 26
40-59 percent 13 19 1755 28
20- 39 percent 12 1577 25
3 610 10

Less than 20 percent

We try two more candidate indicators: the level of M2 to reserves and the ratio of the
current account to GDP. KLR used the rate of growth of M2/reserves, but most discussions
of crisis vulnerability have focussed on the level of this variable. KLR did not use the current
account. We find that the level of M2/reserves is informative, as Table 1 shows. It has about
the same noise-to-signal ratio as the rate of change, at 0.42 and 0.39 respectively. The current
account/GDP is also highly informative, with a noise-to-signal ratio of 0.45.%°

So far we have looked at each indicator separately. Kaminsky (1998) calculates a
single composite indicator of crisis as a weighted-sum of the indicators, where each indicator
is weighted by the inverse of its noise-to-signal ratio. She then calculates time-series

%% The current account is measured as a moving average of the previous four quarters. We use
our interpolated monthly GDP series to form the ratio of the current account to the moving
average of GDP over the same period.
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probabilities of crisis for each country, based on the sample distribution of this composite
indicator.*! Figure 1 displays these probabilities and shows some increase in the probability of
crisis preceding particular crises for Korea, Indonesia, Malaysia, Philippines and Thailand, as
well as for Argentina, Brazil and Mexico.?

As with other aspects of the KLR methodology, it is somewhat difficult to assess the
success of these estimates of the probability of crisis. Figure 1 itself does not tell a clear story.
The KLR approach does not lend itself to hypothesis testing; their technique gives no
indication of when results are statistically significant.®

There are, nonetheless, several ways to systematically evaluate the KLR models, as
shown in the first two columns of Table 3. For zero/one dependent variables, it is natural to
ask what fraction of the observations are “correctly called,” where, for example, a crisis
period is correctly called when the estimated probability of crisis is above a given cut-off level
and a crisis ensues within 24 months. Such “goodness-of-fit” data are shown in Table 3 for
two cut-offs: 50 percent and 25 percent. The in-sample probability forecasts can also be
evaluated with analogs of a mean squared error measure, the quadratic probability score
(QPS) and log probability score (LPS), that evaluate the accuracy of probability forecasts. In
addition, the global square bias (GSB) measures forecast calibration. The QPS ranges from

2! Following Kaminsky (1998) the conditional probabilities are generated as follows:

Prob(C it+24| k,=j) = Months with k =j and a crisis within 24 months
Months with k =j

where £ is the sum of the weighted indicators signaling. Prob(C;,,,,I%, =/) is the probability of
a crisis for country [ in the time interval {z, #+24 months} given that the weighted-sum of the
indicators signaling at time 7 is equal to j. Unlike Kaminsky (1998), we use only the good
indicators, i.e. those with noise-to-signal ratio less than one.

22 The probabilities for 1995:5-1997:12 are out-of-sample estimates. Data through 1995:4
was used to calculate the thresholds for the indicators, and the probabilities as in footnote 20.
The probability time series was extended by applying the probabilities to the realizations of
weighted indicators signaling in 1995:5-1997:12. The vertical lines represent crisis dates. The
pictures are “choppy” because the generation of probabilities in this manner produces time
series that alternate between a limited number of values. The continuous variable % is
categorized into nine ranges. The probability of crisis can thus take one of only nine values.

ZConfidence intervals could presumably be generated by Monte Carlo methods, but we do not
pursue that here.
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Figure 1: KLR Weighted-Sum Crisis Probabilities for Selected Countries 1/
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zero to 2, and the LPS ranges from zero to infinity, with a score of zero corresponding to
perfect accuracy for both. The GSB also ranges from zero to 2, where zero corresponds to
perfect global calibration.*

What can we conclude? The first column of Table 3 displays the scores and goodness-
of-fit measures for our reproduction of the KLR weighted-sum-based probabilities, excluding
our additional variables. The model correctly calls most observations at the 50 percent cut-off,
almost entirely through correct prediction of tranquil periods (that is, those that are not
followed by crises within 24 months). Almost all (91 percent) of the crisis months (that is,
observations followed by a crisis within 24 months) are missed. Even with so few crisis
observations correctly called, 44 percent of alarms (that is, observations where the predicted
probability of crisis is above 50 percent) are false, in that no crisis in fact ensues within
24 months. As the second column of Table 3 shows, the addition of the current account and
M2/reserves in levels only modestly improves the performance of the KLR-based probabilities.

If we are more interested in predicting crises than predicting tranquil periods and are
not so worried about calling too many crises, we may want to consider an alarm to be issued
when the estimated probability of crisis is above 25 percent. With this lower cut-off,

41 percent of crisis observations are correctly called by the original KLR model. Alternatively,
we may ask how often an alarm is actually followed by a crisis within 24 months. With the

25 percent cut-of, the probability of a crisis within 24 months is 37 percent if there is an alarm,
much higher than the unconditional probability of crisis in this sample of 16 percent. Now,
however, 63 percent of alarms are false.

Still, these predictions are better than guesses. It is true that since most observations
are tranquil, even an uninformative model can, by almost always calling for no crisis, predict
correctly most of the time. But the model does significantly better than this uninformative
benchmark. A Pesaran-Timmermann test rejects, at the 1 percent significance level, the
hypothesis that the original KLR model does no better at calling crises than guesses based on
the unconditional probability of crisis, using the 25 percent cut-off.?

**For each of the methods we can generate T probability forecasts where P=Prob (C, ,.,,) is
the probability of crisis in the period [t, t+24 months]. R, is the actual times series of
observations on C, ,,,,; R; =1 if a crisis occurs between t and t+24 and equals zero otherwise.
The analog to mean squared error for probability forecasts is the QPS: grs - 1/T§j 2P, -R)*. The
analogy is rough, however, because P, is not the forecast of the event (which is7a 0/1 variable)
but the probapbility of the event. Large errors are penalized more heavily under the LPS, given
by: LPS = UTY [ -R)In(1-P,) + R In(P)]. Ovegrall forecas} calibration is measured by the global
squared bias"GsB = 2(P - R}, where P = UTY. P,, R=UTY.R,. Calibration compares the mean
forecasted probability to the observed relitive frequefities. See Diebold and Lopez (1996) for
more discussion.

»With the 50 percent cut-off, the hypothesis is also rejected at the 1 percent level.



Table 3. Comparing Predictive Power of Alternative Composite Indicators--In Sample

KLR-Based Alternative Probit Models
Weighted-Sum Probabilities
Original Augmented with Indicator Linear Piecewise-
Specification Current Account and linear

level of M2/reserves

Accuracy and Calibration Scores:

Quadratic Probability Score 0.270 0.267 0.237 0.236 0.226
Log Probability Score 0.436 0.432 0.391 0.386 0.371
Global Squared Bias 0.00002 0.00002 0.00046 0.00040 0.00046

Goodness-of-Fit: (cut-off probability of 50 percent)

Percent of observations correctly called 82 83 85 84 85
Percent of pre-crisis periods correctly called 1/ 9 9 16 7 19
Peroent of tranquil periods correctly called 2/ - 98 99 99 100 98
False alarms as percent of total alarms 3/ 44 30 29 11 34

Goodness-of-Fit: (cut-off probability of 25 percent)

Percent of observations correctly called 71 75 81 78 80
Percent of pre-crisis periods correctly called 1/ 41 46 44 48 47
Percent of tranquil periods correctly called 2/ 85 81 89 84 87
False alarms as percent of total alarms 3/ 63 65 57 63 59

1/ A pre-orisis period is correctly called when the estimated probability of crisis is above the cut-off probability and a crisis ensues within 24 months.
2/ A tranquil period is correctly called when the estimated probability of crisis is below the cut-off probability and no orisis ensues within 24 months.

3/ A false alarm is an observation with an estimated probability of crisis above the cut-off (an alarm) not followed by a crisis within 24 months.
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2. A Probit-Based Alternative Model

In this section we deviate fairly substantially from the KLR methodology. Specifically,
we embed the KLR approach in a multivariate probit framework in which the independent
variable takes a value of one if there is a crisis in the subsequent 24 months and zero
otherwise. This has three advantages: we can test the usefulness of the threshold concept; we
can aggregate predictive variables more satisfactorily into a composite index, taking account
of correlations among different variables; and we can easily test for the statistical significance
of individual variables and the constancy of coefficients across time and countries.?

KLR assume that the probability of crisis in the subsequent 24 months is a step
function of the value of the indicator, equal to zero when the indicator variable is below the
threshold and 1 at or above the threshold. They assume, for example, that when the real
exchange rate continues to appreciate after it is already above the threshold, this does not
increase the probability of crisis. In general, the relationship between a given indicator variable
and the probability of crisis could take many more forms than a simple step function. Figure 2
presents various possible relationships between the probability of crisis (on the vertical axis)
and the value of a variable P(x), measured as in KLR in percentiles (on the horizontal axis).
The KLR assumption, in terms of Figure 2, is that o, and o, are zero while «, is equal to 1.
Other possibilities are also plausible. For example if &, is non-zero and equal to &; while ¢, is
equal to zero, then there is a linear relationship between the indicator measured in percentiles
and the probability of a crisis. That is, to continue the example, increases in the degree of
overvaluation increase the risk no matter how overvalued the exchange rate already is.

Figure 2. Relationship Between Predictive
Variable and Probability of Crisis

PROB(CRISIS)

e

*We ignore the potential serial correlation in the errors that may be introduced by the fact that
the left-hand-side variable (which takes a 1 if there is a crisis sometime in the next 24 months)
is serially correlated.
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We propose to let the data resolve the question of whether a step-function is in fact a
reasonable description of the relationship between indicator variables and the probability of a
crisis. To this end, we run bivariate probit regressions on the pooled panel in which the
dependent variable is the KLR variable that takes a value of 1 if there is a crisis in the
subsequent 24 months and zero otherwise. For each indicator we estimate equations of the
form:

prob(c24=1)=fla,,+a,p(x) +a,l +a.l(p(x)-T)) (1)

where c24 = 1 if there is a crisis in the next 24 months, p(x) = the percentile of the variable x,
and I = 1 if the percentile is above some threshold T and zero otherwise.?” Thus, &, , o,, and
o, in equation 1 correspond to the «’s in Figure 2. We use the thresholds T calculated from
the KLR algorithm, since we are interested primarily in testing their approach against a more
general alternative.”®

Table 4 presents estimates of equation 1 for three important predictive variables:
deviations of the real exchange rate from trend, the current account deficit as a share of GDP,
and the growth rate of the ratio of M2/reserves. Consider first the real exchange rate.
Column 1 of Table 4 indicates that «,, &, and o are all significant. The data cannot reject that
the relationship between RER deviations and the probability of crisis is of the general form
shown in Figure 2, linear with a jump at the threshold and a higher slope thereafter. The first
panel of Figure 3 gives a richer view of the relationship between overvaluation and the
probability of crisis. The choppy line in this figure presents the fraction of times the
observation of a given percentile for RER deviations is followed within 24 months by a crisis
in the pooled data. The other line represents the estimated relationship shown in the first
column of Table 4 and discussed above. The message of this figure is that while the jump at
the threshold is significant, it does not capture an important part of the variation in the
probability of crisis as a function of RER deviations.

%’ The probit models are estimated over the 1970:1-1995:4 period.

#This procedure is biased in favor of finding significant jump coefficients. Since we use the
data itself to identify the biggest jump (through the KLR method), the subsequent tests will
tend to find that the jumps we have found are unusually large. The tests we perform thus
overestimate the statistical significance of the jump coefficient o, We have also achieved
some success with general functional forms that do not require prior knowledge of the break
point.
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Figure 3. Average No. of Crises in Next 24 Months by Percentile of Variable

Real Exchange Rate Deviations
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Turning to the current account, we again find all three coefficients statistically significant.
The second panel of Figure 3 shows that the jump, while statistically significant, appears not to
be economically important compared to the strong linear effect below the threshold.?

For the M2/reserves growth variable, we cannot reject that &;=0, as shown in column 3. The
data reject the further restriction of ,=0, which would result in a model that is linear
in percentiles. The simplification supported by the data is a linear model with a jump at the
threshold, as shown in the third panel of Figure 3.

While the outcome of this analysis varies somewhat across indicators, the general lesson is
that although the jump in probability of crisis at the threshold is often statistically significant, the
underlying percentile variable is usually also important in explaining the variation in crisis
probability.

Multivariate probits are the natural extension to the bivariate probits discussed so far. First,
they easily accommodate broader functional forms, and we have seen that the bivariate probits
cast some doubt on the zero/one indicator approach of KLR. A further advantage is that the
estimation of a multivariate version of equation (1) is a natural way to combine the information
from the various indicator variables into a single estimate of the probability of crisis. The
composite indicators proposed by Kaminsky (1998), based on a weighted-sum of indicators,
ignore possible correlations among different indicators, unlike the multivariate probits. Finally,
the probits allow the calculation of standard errors and other measures of statistical significance.

Table 5 presents estimates of three probit models that explain whether a crisis occurs in the
next 24 months (hereafter designated BP models).>® Model 1 uses the indicator form of the
variables, where the indicator equals 1 above the threshold and zero otherwise. In model 2 the
variables enter linearly, expressed as percentiles of the country-specific distribution of
observations.* Model 3 is the result of a simplification starting with the most general piecewise-
linear specification for all the variables. From a starting point that allowed the estimation, for each
variable, of the slope below the threshold, the jump at the threshold, and the slope above the

»We have no explanation for the decline in probability of crisis for values of the current
account that exceed the threshold.

**We omit the real interest rate, terms-of-trade growth, industrial production growth, stock
price growth and real interest differential variables from the probit models because the
significantly smaller number of observations available would greatly change the sample.

*'For models 1 and 2, we simplify the general regression by first eliminating variables with
negative coefficients, and then retaining all variables significant at the 10 percent level.
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threshold, we used a general-to-specific procedure to simplify to the most parsimonious
representation of the data.*

Model 1 of Table 5 shows that the probability of crisis is increased when the following
variables exceed their thresholds: real exchange rate deviations, the current account, reserve
growth, export growth, and both the level and growth rate of M2/Reserves.*® These variables
also increase the probability of crisis when entered linearly in model 2, except for the growth
rate of M2/reserves, while reserve growth itself is now significant. In the simplified piecewise-
linear model 3, two variables (real exchange rate deviations and current account) enter with a
significant slope below the threshold, a jump at the threshold, and a steeper slope above the
threshold; two variables (reserve and export growth) enter linearly; and for two variables
(M2/reserves and M2/reserves growth) only the jump at the threshold is significant.

How well do the different models perform? The results in Tables 3 (on page 16) and 5
allow us to draw two main conclusions. First, the probits tend to slightly outperform the
KLR-based probabilities. The most direct comparison involves the indicator probit which uses
as predictive variables the zero/one signals from the KLR indicators; here the only difference
with KLR is the use of the probits to derive probabilities of crisis from the individual
indicators. This model outperforms the KLLR-based probabilities in terms of scores and
goodness-of-fit. Second, the ranking among the various probit models is ambiguous. The
piecewise-linear has the best pseudo-R* and lowest scores, as is not surprising given that it is a
generalization of the other two models (none of these measures give any weight to
parsimony). It does not outperform in goodness-of-fit, however. The indicator probit and the
linear probit perform similarly: the linear model has better scores but generally worse
goodness-of-fit.>*

3.  Summary In-Sample Assessment

Given the non-statistical nature of most of the KLR analysis, it is somewhat difficult to
evaluate the success of this approach. KLR conclude that “the signals approach can be useful
as the basis for an early warning system of currency crises” (KLR, page 23). Their grounds
are largely that most of the indicators have low noise-to-signal ratios, most indicators signal
ahead of most crises, and most crises are preceded by multiple signals. We find similar though
somewhat weaker results in our larger sample. Our analysis of the in-sample success of the

*We do not investigate the undoubted path dependency of this procedure. We simplify the
general regression by first sorting the variables in ascending order of the significance
(measured by an F-test of the significance of all three terms for each predictive variable), then
attempting for each variable to set first a;, then «,, then «, equal to zero.

%Note that here as elsewhere variables such as reserve growth, export growth and real
exchange rate deviations from trend have been multiplied by -1 and thresholds defined
accordingly, so that an increase in an variable should increase the probability of a crisis.

**A Davidson and MacKinnon encompassing test of the non-nested linear and indicator probits
shows that neither encompasses the other.
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KLR-type models suggests the approach can indeed be useful and the model does significantly
better than guesses based on the unconditional probability of crisis. Nonetheless, most crises
are still missed and most alarms are false. In evaluating the KLR indicator approach against
our modifications, we find that the probit models generally perform slightly better. The in-
sample performance of the linear, indicator and piecewise-linear models is broadly similar.

As to the assessment of which variables are potentially important leading indicators,
although we find fewer potentially useful indicators, ours are also classified as useful
indicators by KLR (except for those we have added). These are deviations of the real
exchange rate from trend, growth of exports, change in international reserves, “excess” M1
balances, growth in domestic credit as a share of GDP, the real interest rate, terms of trade
growth, the level and growth of M2/reserves, and the current account.

C. Predicting 1997
1. Original KLR Model

The KLR approach has generated a variety of different ways to forecast 1997
outcomes. First, we can see which indicators were signaling prior to the 1997 crises. We have
already calculated the optimal thresholds and resulting noise-to-signal ratios for the different
indicators. To forecast for the post-April 1995 period, we apply these thresholds to the values
of the predictive variables after this date, determining whether they are issuing signals or not.*
We have examined the performance of each individual indicator in 1996 for each of the eight
Asian and Latin American countries discussed above.*® To summarize this large amount of
information, no particular indicators flashed in all of the crisis countries. The only indicators to
signal in more than one country were the growth rate of exports, which flashed in both
Thailand and Korea, the growth of M2/reserves, which signaled in both Thailand and
Malaysia, and reserve growth, which flashed in Korea, Malaysia and Thailand.

More interesting for purposes of forecasting crisis than looking at each individual
indicator is combining the information from the different variables into a summary measure of
crisis probabilities. The first column of Table 6 shows the performance of the Kaminsky
(1998) composite measures of the probability of crisis based on the weighted-sum of
indicators signaling. A natural question is whether the estimated probability of crisis is above
50 percent prior to actual crises. The goodness-of-fit rows show that only 4 percent of the
time was the predicted probability of crisis above 50 percent in cases when there was a crisis
within the next 24 months, during the 1995:5 to 1997:12 period. As before, we may be
interested in using a lower cut-off probability to define a crisis. Table 6 shows that the
Kaminsky (1998) probability estimates are above 25 percent in 25 percent of the pre-crisis

*Note that an observer in April 1997, for example, would have been able to observe the
signals emitted in prior dates but would not yet know whether these signals were good or
false, as he would not yet have observed whether there was a crisis in the subsequent

24 months.

3Tables are available upon request.



Table 6. Comparing Predictive Power of Alternative Composite Indicators--Out-of-Sample

KLR-Based Alternative Probit Models
Weighted-Sum Probabilities
Original Augmented with Indicator Linear Piecewise-
Specification Current Account and linear
level of M2/reserves
~ Accuracy and Calibration Scores:

Quadratic Probability Score 0.402 0.398 0.325 0.281 0.299
Log Probability Score 0.606 0.596 0.501 0.433 0.452
Global Squared Bias 0.01774 0.01946 0.02987 0.00581 0.01256
Goodness-of-Fit: (cut-off probability of 50 percent)

Percent of observations correctly called 74 73 78 78 78
Percent of pre-crisis periods correctly called 1/ 4 0 2 0 5
Percent of tranquil periods correctly called 2/ 100 100 99 100 98
False alarms as percent of total alarms 3/ 17 No crisis called 50  No crisis called 56
Goodness-of-Fit: (cut-off probability of 25 percent)

Percent of observations correctly called 69 69 76 79 76
Percent of pre-crisis periods correctly called 1/ 25 32 16 80 43
Percent of tranquil periods correctly called 2/ 85 83 93 79 84
False alarms as percent of total alarms 3/ 63 60 61 49 54

1/ A pre-crisis period is correctly calied when the estimated probability of crisis is above the cut-off probability and a crisis ensues within 24 months.
2/ A tranquil period is correctly called when the estimated probability of crisis is below the cut-off probability and no crisis ensues within 24 months.

3/ A false alarm is an observation with an estimated probability of crisis above the cut-off (an alarm) not followed by a crisis within 24 months.
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observations. As we observed in-sample, most alarms are false at the 25 percent cut-off. The
addition of the current account and level of M2/reserves variables improves out-of-sample
performance slightly, as shown in the second column. In particular, 32 percent of the pre-crisis
observations are called correctly.

This may sound like poor performance. It is worth noting, though, that these forecasts
are significantly better than random guesses, both economically and statistically. The forecasts
from the augmented KLR model in column (2), for example, suggest that the probability of a
crisis within 24 months conditional on an alarm (using the 25 percent cut-off) is 40 percent,
which is somewhat higher than the unconditional probability of 27 percent. And a Pesaran-
Timmermann test rejects the hypothesis that the forecasts are no better than guesses based on
the unconditional probability of crisis in the sample at the 1 percent level of significance.

So far we have examined the ability of the models to predict the approximate timing of
crises for each country.*” We can also evaluate the cross-sectional success of the models’
predictions in identifying which countries are vulnerable in a period of global financial turmoil
such as 1997. The question here is whether the models assign higher predicted probabilities of
crisis to those countries that had the biggest crises. Forecasting performance can be evaluated
in this manner by comparing rankings of countries based on the predicted and actual crisis
indices. Table 7 shows countries’ actual crisis index and predicted probability of crisis in 1997
for the various different forecasting methods.”® The table also shows the Spearman correlation
between the actual and predicted rankings and its associated p-value, as well as the R? from a
bivariate regression of the actual rankings on the predictions.*

The KLR-based forecasts are clearly somewhat successful at ranking countries by
severity of crisis. The actual rankings of countries in 1997 by their crisis index are significantly
correlated with forecasts from the weighted-sum of indicators-based probabilities. With the
original KLR variables, 28 percent of the variance is explained. The addition of the current
account and the level of M2/reserves brings the R* up to 36 percent.

*"We say approximate because the models only attempt to place the crisis within a 24 month
window.

3*The predicted crisis probability is the average of the probabilities during 1996:1-12, using
the out-of-sample estimates. Averaging over for example 1996:1 to 1996:6 gives somewhat
different results. The actual crisis index used to rank the countries for 1997 is the maximum
value of the monthly crisis index for each country during 1997.

*The Spearman correlation, like the commonly used Pearson correlation coefficient, varies
from -1 to 1. It is more appropriate for measuring correlation in rankings. One important
feature is that it is less sensitive to extreme values. The p-value is the probability of observing
a correlation of that absolute value or higher under the null hypotheses that the two rankings
are uncorrelated.
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To get a richer sense of how useful this general approach would have been, we now
examine more closely the predictions of the KLR-based model for four Asian crisis countries
(where crisis is identified according to the KLR definition): Korea, Indonesia, Malaysia, and
Thailand, and one Asian and three Latin American non-crisis countries: Philippines, Argentina,
Brazil and Mexico. Figure 4a presents the KLR composite measure of estimated probability of
crisis, with vertical lines at crisis dates.*’

The weighted-sum based probability measure does not paint a clear picture of
substantial risks in crisis compared to non-crisis countries. Two non-crisis countries, Brazil
and the Philippines, consistently present risks of crisis above 30 percent during 1996. One
crisis country, Korea, also presents risks above 30 percent, while Malaysia is generally above
20 percent. Estimated crisis risks remain below 17 percent in 1996 for both the crisis and non-
crisis countries Argentina, Mexico, Indonesia and Thailand.

In sum, the KLR approach shows some promise. In particular, the fitted probabilities
from the weighted-sum of indicators are significant predictors of crisis probability in 1997.
This suggests the model may be useful in identifying which countries are vulnerable in a period
following a global financial shock. Still, the overall explanatory power is fairly low, as
demonstrated by the low R? statistic in the regression of the actual on the predicted crisis
rankings. Both the overall goodness-of-fit for the out-of-sample predictions and the analysis
of the eight cases illustrate the low predictive power of the weighted-sum based probabilities
in predicting the timing of crisis. We have already seen that within sample, our probit-based
alternatives to the KLR model perform slightly better. We now turn to an examination of the
out-of-sample performance of the BP probit model.

2. BP Probit-Based Alternative

To test the various probit models out-of-sample, we use data through 1995:4 to
estimate the regression coefficients, as in Table 5, then extend the explanatory variables to
generate predictions for the period 1995:5-1997:12.*' The estimated probabilities can be
evaluated using the probability scores and goodness-of-fit measures discussed above.

**Figure 4a is the original KLR specification, without the current account and M2/reserves in
levels. Table 8 presents the same data, along with estimates based on the KLR model
augmented with additional variables as well as the alternative probit models, to be discussed
below.

“The weighted-sum based probabilities are based on the nine indicators with noise-to-signal
ratio less than 1 in the 1970-1995:4 sample. The probit-based probabilities are derived from
the models in Table 4, which represent simplifications to the most parsimonious representation
of the data.
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Table 6 shows that on all the scoring measures, the probits perform better than the
probabilities based on the weighted-sum of indicators signaling.*> The linear model has the
best scores, though the piecewise-linear model is close behind. None of the models correctly
calls many crises observations at the 50 percent cutoff, where a correct call is an observation
that results in an estimated probability of crisis higher than the cutoff with an actual crisis
ensuing within 24 months. Using the looser standard whereby a probability of crisis above
25 percent is considered an alarm, the linear and piecewise-linear probits perform well, much
better than the weighted-sum based probabilities. The linear probit generates a probability of
crisis above 25 percent in 80 percent of the periods that precede a crisis.”® Reflecting their
greater prediction success, the probit models have a lower share of false alarms (crisis calls
not followed by a crisis as a share of total crisis calls), as low as 49 percent for the linear
model. Putting it slightly differently, for this model the probability of crisis within 24 months
conditional on an alarm (using the 25 percent cutoff) is 51 percent, much higher than the
unconditional probability of 22 percent.**

The linear model performs much better out-of-sample than the more general piecewise-
linear model that include a role for discrete jumps in the risk of crisis at the KLR thresholds.
This suggests that the threshold and indicator concept add little to the explanatory power of
the simple linear model in predicting crisis timing, at least for 1997. The worse out-of-sample
performance of the indicator and piecewise-linear models (and similar or better in-sample
performance) is consistent with the greater risk of data-mining in the indicator and piecewise-
linear approaches.

As with the KLR models, we can also evaluate the performance of the probit models in
predicting the cross-country incidence of crisis in 1997. Table 7 shows that country rankings
based on all the probit forecasts are significantly correlated with actual crisis rankings in 1997.
Forecasts based on the indicator probit rank countries more accurately than the weighted-sum
of indicators-based forecasts, with an R? close to one half. This superior performance is
consistent with previous results that the KLR weighted-sum-of-indicators forecasts are
outperformed by the analogous probit model. Somewhat anomalously, the other two probit
models perform worse than the indicator probit. In particular, the ranking based on the linear

#An exception is that the indicator probit has a higher GSB than the KLR-based probabilities.
As described in footnote 24 on page 16, the scores measure the total size of the errors, similar
to the mean squared error in ordinary least squares. Lower scores are better.

#0f course the accuracy of correctly calling tranquil periods falls, from 100 percent to
79 percent.

“These predictions are also statistically significantly better than guesses based on the
unconditional probability at the 1 percent level.
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model that had the best goodness-of-fit has the lowest, though still significant, correlation
with the actual ranking.*

We can flesh out these results by examining the performance of the linear probit in predicting
crisis for our sub-sample of four crisis and four non-crisis countries in 1997

(Table 8a, 8b and Figure 4b).*s The linear probit present a fairly clear picture of the prospects
of crisis for most of these countries. Consider first the crisis countries. In Thailand estimated
probabilities of crisis were above 40 percent for several months in 1996, and in Malaysia the
probabilities were above 30 percent. The probabilities are also reasonably high for Indonesia,
ranging from 25 to 28 percent, while the model is somewhat less successful for Korea, where
the estimated probability of crisis was between 20 and 33 percent. Turning to the non-crisis
countries, in the Philippines probabilities ranged from 20 to 23 percent. None of the Latin
American countries yielded crisis probabilities above 30 percent in 1996, and only Brazil was
above 20 percent for any length of time.

We have examined model performance in predicting, out-of-sample, crisis timing and cross-
sectional severity of crisis during 1997. Several conclusions emerge. First, all the models
examined perform significantly better than chance would imply, both at predicting whether or
not a crisis will occur as measured by goodness-of-fit and at predicting the cross-country
severity of crisis. Second, we can compare the BP probit-based alternatives to the KLR
probabilities based on the weighted-sum of indicators signaling. The KLR forecasts perform
better than some of the probits on a few of the measures, so this comparison is not
unambiguous. Overall, though, the probits seem to work better. Moreover, in contrasting the
BP probit methodology with the KLR probabilities, the most direct comparison involves the
indicator probit, as it also uses indicator predictive variables. Here in particular the probit
generally outperforms. Third, among the probits, the linear specification performs best in
terms of the probability scores, goodness-of-fit and the eight cases examined more closely.

“The contrast between the results of the rankings and goodness-of-fit comparisons is
somewhat surprising but not inexplicable. The two measures are somewhat different and they
need not correspond. The goodness-of-fit measure examines only whether crisis calls are
correct or not and ignores the size of errors. The rankings comparison considers whether the
highest probabilities of crisis are associated with the Jargest crises; the magnitude of the crisis,
however, as distinct from whether or not there is a crisis, is not a factor in any of the models.
These results are sensitive to the exact sample of countries involved in the ranking
comparison. For example, eliminating Israel (one of the largest outliers) from the sample
increases the R? of the rankings predictions of the percentile probit model from

23 to 42 percent.

* Tt is not always possible to calculate the probit probabilities for the entire out-of-sample
period because data on the current account and GDP were not available as of the date at

which this data was collected (April 1998). We discuss the problem of data lags in the
conclusion.
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III. FRANKEL AND ROSE (1996) PROBIT MODEL USING MULTI-COUNTRY SAMPLE
A. Methodology

FR estimate the probability of a currency crash using annual data for more than
100 developing countries from 1971-1992, a much broader sample of countries than the other
two papers. The use of annual data may restrict the applicability of the approach as an early
warning system, but it permits the analysis of variables such as the composition of external
debt for which higher frequency data are rarely available. FR test the hypothesis that certain
characteristics of capital inflows are positively associated with the occurrence of currency
crashes: low shares of FDI; low shares of concessional debt or debt from multilateral

development banks; and high shares of public sector, variable rate, short-term and commercial
bank debt.*’

FR define a currency crash as a nominal exchange rate depreciation of at least
25 percent that also exceeds the previous year’s change in the exchange rate by at least
10 percent. Thus, the type of currency crisis considered does not include speculative attacks
successfully warded off by the authorities through reserve sales or interest rate increases. FR
argue that it is more difficult to identify successful defenses, since reserve movements are
noisy measures of exchange market intervention and interest rates were controlled for long
periods in most of the countries in the sample.

“"The complete list of variables is as follows. Domestic macroeconomic variables: (1) the rate
of growth of domestic credit, (2) the government budget as percent of GDP, (3) and the
growth rate of real GNP. Measures of vulnerability to external shocks include: (1) the ratio of
total debt to GNP, (2) the ratio of reserves to imports, (3) the current account as a percentage
of GDP, and (4) the degree of overvaluation, defined as the deviation from the average
bilateral real exchange over the period. Foreign variables are represented by (1) the
percentage growth rate of real OECD output (in U.S. dollars at 1990 exchange rates and
prices), and (2) a “foreign interest rate” constructed as the weighted average of short-term
interest rates for the United States, Germany, Japan, France, the United Kingdom and
Switzerland, with weights proportional to the fractions of debt denominated in the relevant
currencies. Characteristics of the composition of capital inflows are expressed as a percentage
of the total stock of external debt and include (1) amount of debt lent by commercial banks,
(2) amount which is concessional, (3) amount which is variable rate, (4) amount which is
public sector, (5) amount which is short-term, (6) amount lent by multilateral development
banks (includes the World Bank and regional development banks but not the International
Monetary Fund), and (7) the flow of FDI as a percentage of the debt stock.
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B. Implementation

Table 9 (column 1) presents our reproduction of the FR benchmark probit
regression.*® The coefficients reflect the effect of one-unit changes in regressors on the
probability of a currency crash (expressed in percentage points) evaluated at the mean of the
data.” Significant results are starred. FR conclude from this and a variety of similar
regressions that the probability of a crisis increases when output growth is low, domestic
credit growth is high, foreign interest rates are high, and FDI as a proportion of total debt is
low. They also found support for the prediction that crashes tend to occur when reserves are
low and the real exchange rate is overvalued.®

We made several revisions to the FR benchmark regression before updating it to 1996.
As with the other papers, we used currently available, and hence revised, data from the same
World Bank source as FR.*! This changed not only some of the data but also the sample,
because some of the data that had previously been available, largely from the early 1970s, are
now considered to be of unacceptable quality, while other formerly unavailable observations
now had data. The net effect is to increase the number of observations from 780 in FR to 881,
though the overlap of common data points is only 729 observations. In addition, we corrected
an error in the original FR calculation of the overvaluation variable.*

“*The reproduction of this result, with data and programs provided by the authors, was
uneventful, in some contrast with the other two papers under consideration.

®Thus, an increase in the share of short-term debt in total debt by 1 percentage point would
increase the estimated probability of crisis by 0.23 percentage points.

% Although the authors highlight the importance of low reserves and overvaluation in their
conclusion, their results show significant effects were not robust and were found in fewer than
half of the specifications they tested. The result that faster domestic growth reduces the
probability of crisis is also not robust, as illustrated by the benchmark regression itself.

*'Most of the data come from the World Development Indicators and Global Development
Finance databases of the World Bank.

2We also made two other technical modifications. First, we used percent changes instead of
log differences in comparing the devaluations with the 25 percent crisis threshold. Second, we
changed the implementation of the "windowing" procedure to more closely match the FR
intent of ensuring that only the first of a sequence of crises was counted in the sample. See
Milesi-Ferretti and Razin (1998) who recommended these two modifications.
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Table 9. Frankel and Rose: Probit Estimates of Probability of a Currency Crash, 1970-92

Model 1 Model 2
FR Benchmark Revised
dF/dx |z} 1V dF/dx |z} V
Commercial bank share of total debt 0.03 0.2 -0.07 -0.6
Concessional share -0.14 -2.1 ** -0.12 -1.6
Variable rate share -0.03 0.2 0.20 1.5
Short-term share 0.23 2.0 ** 0.28 2.3
FDV/debt -0.31 -2.5 -0.53 =37 Ak
Public sector share 0.19 2.2 " 0.18 2.0 **
Multilateral share -0.06 -0.8 0.08 1.0
Debt/GNP -0.04 -1.7* -0.02 -1.5
Reserves/imports -0.01 3.4 -0.01 -3.3 wek
Current account/GDP 0.02 0.2 -0.03 -0.3
Over-valuation 2/ 0.08 2.5 ¥ 0.15 4.0 **
Govemnment budget surplus/GDP 0.16 1.1 0.10 0.7
Domestic credit growth 0.10 3.2 e 0.08 3.8 ek
GDP growth rate -0.16 -13 -0.07 -1.5
Foreign interest rate 0.80 2.6 *** 0.48 1.4
Northern (OECD) growth -0.85 -1.5 -1.17 -19*
Sample size 780 881
Pseudo R* 0.17 0.17
Goodness of Fit
Model 1 Model 2
Trang. Crash Total Trang. Crash Total
Cut-off Probability of 50 percent3/
Predicted tranquility 707 64 771 777 88 865
Predicted cash 4 5 9 7 9 16
Total 711 69 780 784 97 881
Cut-off Probability of 25 percent 4/
Predicted tranquility 678 52 730 743 62 805
Predicted cash 33 17 50 41 35 76
Total 711 69 780 784 97 881

1/ *,**, and *** denote significance at the 10, 5 and 1 percent levels respectively.

2/ Defined as the deviation from the average real exchange rate over the period.
3/ A crisis is correctly called when the estimated probability of crisis is above 50 percent if a crisis ensues within
24 months. A tranquil period is correctly called when the estimated probability of crisis is below 50 percent and there is

no crisis within 24 months.

4/ A crisis is correctly called when the estimated probability of crisis is above 25 percent if a crisis ensues within
24 months. A tranquil period is correctly called when the estimated probability of crisis is below 25 percent and there is

no crisis within 24 months.
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The net effect of all these changes is shown in the second regression of Table 9.
Overall, the model performs somewhat better than the original FR regression. The corrected
overvaluation variable now has a much stronger and more significant effect. Higher northern
(OECD) growth now significantly decreases the risk of crisis, and the effect of foreign interest
rates is smaller and insignificant.”

We now estimate the model through 1996 for purposes of generating predictions for
1997. As the first regression in Table 10 shows, the results are similar to the 1970 to 1992
regressions. A large share of debt which is concessional now reduces the risk of crisis.*

The sample of countries used in these regressions is substantially different from those
in the KLR and STV regressions. In particular, a large number of least-developed countries
(such as the CMEA zone countries) and small island economies (for example, Sdo Tomé,
Cape Verde, and Vanuatu) are included. Because of concerns that crises in these countries
may have different determinants and to maximize comparability with the other papers, we
have rerun the FR regression over a smaller sample of 41 countries made up of all developing
countries with per capita incomes above $1,000 and population above 1 million for which
there are data.*

The results are broadly similar, as regression 2 of Table 10 shows. The most notable
changes are that the ratio of reserves to imports is no longer significant whereas the current
account and the fiscal balance now are.

Finally, as with the other models under consideration we try various plausible potential
improvements to the original FR specification, in addition to changing the sample. We
concentrate here on trying alternative explanatory variables.>

*For the overvaluation variable itself, the correction is the source of the improvement. For the
other variables, the changes in sample resulting from the data revision are more important than
the data revisions themselves, the changes in the windowing procedure and definition of crisis,
or the correction of the overvaluation variable in driving these changes in results.

**For purposes of predicting 1997 outcomes, we also estimate this regression with the
government budget as a share of GDP excluded from this regression, because this variable is
not available for 1996 as would be required for forecasting 1997. This omission makes little
difference.

*Milesi-Ferretti and Razin(1998) raise these sample issues and extract this smaller sample, for
which they get improved results compared with FR.

*This is in violation of the out-of-sample spirit of this paper, as clearly the selection of new
variables is influenced by recent experience.
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. We have seen that the ratio of reserves to imports does not seem to matter. Measuring
reserves as a ratio to short-term external debt and to broad money (M2) have
both been suggested as alternative ways of measuring the adequacy of reserves.” We
find that both reserves/short-term external debt and reserves/M2 are separately
significant predictors of crisis. When all three reserve ratios are included (Table 10
regression 3), reserves/M2 is significant at the 1 percent level, while reserves/short-
term external debt can be rejected at the 10 percent significance level. The ratio of
reserves to imports is insignificant and wrongly signed.*®

. The degree of openness of the economy may indicate the flexibility of the adjustment
mechanism in the country and hence the probability of crisis. We found that more open
economies, as measured by the share of exports and imports in GDP, were
significantly less likely to suffer a crisis.*

. Changes in the terms-of-trade had no apparent impact on the likelihood of crisis,
while measuring the debt compeosition variables as a share of GDP rather than total
debt also had no effect. Interacting short-term external debt with credit growth, in
the spirit of STV, also did not help predict crises.

Regression 4 of Table 10 includes reserves/M2 and the degree of openness of the
economy, as a result of this specification search. This model suggests that the probability of a
crash increases when concessional debt and FDI are small and public sector debt large as a
share of total external debt, the ratio of reserves/M2 is low, the current account deficit is
large, the real exchange rate is overvalued, domestic credit growth is high, foreign interest
rates are high, and the country is not open to trade.

The diagnostic statistics show that the models rarely generate a predicted probability
of crash above 50 percent. Using this threshold, model 1 estimated through 1996 correctly
predicts 89 percent of the observations and model 4 correctly predicts 90 percent, but the
majority of the correct predictions are for tranquil periods. Model 1 correctly predicts only
eight out of the 105 crashes; model 4 does better, predicting one-third of the crashes in the
sample.

7See for example Calvo and Mendoza (1996) on Mexico for an emphasis on the ratio of M2
to reserves and Sachs and Radelet (1998a) on the Asia crises for a focus on short-term
external debt/reserves.

*There is some non-robustness in the results for reserve ratios that calls for further analysis.
For example, the inverse ratios M2/reserves and short-term external debt/reserves are not
always significant predictors of crisis.

*Milesi-Ferretti and Razin (1998) make this argument and include this variable in a similar
regression with some success.
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When an estimated probability of above 25 percent followed by a crash is considered
success, the results look better. Model 4, for example, generates a probability above
25 percent before 63 percent of crises. About half of warnings defined this way (41 out of 79)
were not followed by a crash.

The FR models thus show some promise for predicting crises based on this in-sample
assessment. There is a fair amount of parameter stability across samples, and many sensible
variables are significant predictors of crisis. The overall explanatory power is fairly low,
though our modifications lead to some improvement here.

C. Predicting 1997

The FR models estimated through 1996 can easily generate out-of-sample predictions
for 1997. Forecasting with these models presents one complication not faced until now,
however: some pre-crisis explanatory variables are still unavailable, even as of mid-1998.*' In
particular, data on the 1996 government budget deficit is only available for 13 countries in the
larger FR sample. We have “filled in” this variable for 1996 from other sources.®® This makes
some difference for the out-of-sample forecasts, compared with the alternative of re-
estimating the models without the deficit. Indeed, for models 2 through 4, the 1997 forecasts
are slightly better when the models are reestimated and predictions generated without the
deficit variable. In practice, the implementation of any of the models in the paper would
involve filling in recent values of many of the explanatory variables from alternative data
sources. For this reason, and in the interest of avoiding the use of the out-of-sample
information to aid in specifying the models, we keep the deficit variables in the reported
forecasts. '

%A Pesaran-Timmermann test, rejects, at the 1 percent level, the hypothesis that the
predictions using both thresholds are uncorrelated with the actual incidence of crisis.

'Some of the predictive variables used in the KLR model were also still not available for late
1996 and early 1997 as of mid-1998, as shown in Table 8. The forecasts from the probit
regressions were not produced for these observations. The weighted-sum of indicators
signaling and associated probabilities of crisis can still be calculated even when some
indicators are not available.

2We used IFS data where available, and IMF WEO estimates otherwise. Where the measures
overlap, the correlation between the World Bank deficit measure and the IFS measure is
generally around 0.95 (depending on the sample). The correlation between the WEO deficit
measure and the World Bank measure is somewhat lower at around 0.85.
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Table 11a shows predicted probabilities of crisis and actual values of the nominal
exchange rate depreciation for 1997 for 44 countries for which data are available, based on
the updated FR benchmark regression for this larger sample, model 1 of Table 10.° Table
11b reports actual exchange rate depreciation and predicted probabilities of crisis, with
associated country rankings, for the models based on the smaller sample, models 2 and 4 of
Table 10.

Overall, the forecasts are at best moderately successful, with correlations ranging from
18 to 24 percent. The fraction of the variance of the rankings accounted for (measured by the
R-squared statistic) is always below 7 percent, and the predictions are not significant, with the
lowest p-values at 11 percent.®* A closer examination of the eight countries discussed in detail
above illustrates this weakness. In the large sample (Table 11a), Thailand (the only crisis
country of the eight for which data are available) has a 10 percent probability of crisis, while
Brazil, Mexico and Argentina have probabilities of 9 percent, 18 percent, and 8 percent
respectively. In the smaller sample models in Table 11b, Indonesia and Thailand have lower
estimated probabilities of crisis than Brazil, Mexico, and Argentina.

In sum, the FR model and extensions fail to provide much useful guidance on crisis
probabilities in 1997. '

IV. SACHS, TORNELL, AND VELASCO (1996) CROSS-COUNTRY REGRESSIONS
A. Methodology

Both KLR and FR examine the predictive power of a large number of variables on a
panel of countries. This creates two problems. First, the use of a panel relies on the
assumption that all crises can be explained in the same way. Second, the analysis of a large
number of possible explanatory variables means that, even with a large panel of crises, it is not
possible to consider all the nonlinearities and interaction effects that may be important. An
alternative is to concentrate on a smaller number of episodes that can reasonably be
considered similar, while focussing on a small number of variables deemed critical based on a
priori reasoning. This is the path taken by STV.

STV analyze the impact of Mexico’s financial crisis of December 1994 on other
emerging markets in 1995 (the so-called Tequila effect). They examine the determinants of the
magnitude of the currency crisis in a cross-section of countries in 1995. This approach cannot
hope to shed light on the timing of crises. Rather, it may answer the question of which
countries are most likely to suffer serious attacks in the event of a change in the global
environment. This approach is attractive, even for our purposes, for a number of reasons.

The use of annual frequency does not work well for the crisis variable in 1997; because the
devaluations happened toward the end of a year following some within-the-year appreciation,
none of the Asian countries are identified as crisis countries in 1997.

%Testing over the common sample of models 2 and 4 does not change these results much.
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Table 11a. Currency Crash Probabilities Based on FR Probit Model

Probabilitics of Crisis in 1997

Actual 1997 Outcome Table 10 Model 1
Country Name Crisis Index 1/ Rank Probability Rank
Romania 132.5 1 1.2 37
Turkey 86.4 2 17.2 4
Ecuador 254 3 14.2 6
Madagascar 25.4 4 4.6 25
Ghana 25.2 5 0.0 43
Thailand 23.9 6 99 11
Hungary 22.5 7 9.3 13
Uruguay 18.5 8 25.0 1
Venezuela 17.2 9 2.6 31
Mauritius 14.8 10 123 10
Equatorial Guinea 142 11 6.7 19
Cote d'Ivoire 14.2 11 5.3 23
Congo 14.2 11 6.7 20
Cameroon 14.2 11 8.4 15
Pakistan 13.9 15 7.4 18
Nicaragua 12.0 16 0.0 44
Colombia 10.0 17 7.9 17
Morocco 9.3 18 9.5 12
Peru 8.4 19 13.3 8
Guinea 83 20 5.7 22
Brazil 7.5 21 8.8 14
Swaziland 72 22 0.1 42
Sri Lanka 6.7 23 1.8 35
Haiti 6.4 24 13.6 7
Bangladesh 5.0 25 22 32
Ethiopia 5.0 26 0.4 39
Mexico 4.1 27 17.5 3
Dominican Republic 3.8 28 154 5
Bolivia 3.5 29 0.8 38
Uganda 32 30 2.8 30
Kenya 2.8 31 3.0 29
Fiji 2.6 32 4.7 24
India 24 33 21 33
Chile 1.6 34 32 28
Seychelles 1.2 35 2.0 34
Guatemala 03 36 12.5 9
Maldives 0.3 37 42 26
Nigeria 0.1 38 6.5 21
Argentina 0.0 39 8.4 16
Jordan 0.0 40 3.5 27
Panama 0.0 40 23.7 2
Egypt 0.0 42 0.1 41
China -0.2 43 0.2 40
Rwanda -1.6 44 12 36
Correlation 2/ 0.24
p-value 0.11
R’ 0.06

1/ Values in bold indicate crises according to the FR definition. Note that Turkey and Ecuador
do not have crises even though the index is above 25 because the index did not exceed the
previous year's value by 10 points.

2/ Spearman Rank Correlation of the fitted values and the actual crisis index and its p-value.
The R?is from a regression of fitted values on actual values.
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Table 11b. Currency Crash Probabilities Based on Revised FR Models

Probabilities of Crisis in 1997

Actual 1997 Table 10 Model 2 Table 10 Model 4
Country Name Crisis Index 1/ Rank Probability =~ Rank Probability Rank
Romania 132.5 1 0.0 23 . .
Turkey 86.4 2 15.8 3 20.1 2
Ecuador 25.4 3 9.7 6 6.2
Indonesia 24.7 4 . 2.4 11
Thailand 23.9 5 6.3 10 04 16
Hungary 225 6 8.1 7
Uruguay 18.5 7 21.0 2 26.2 , 1
Venezuela 17.2 8 1.2 18 0.0 21
Mauritius 14.8 9 3.9 15 0.0 20
Cote d'Tvoire . 14.2 10 1.4 17 1.0 12
Pakistan 13.9 11 0.6 19 0.8 14
Philippines 12.5 12 . 0.9 13
- Colombia 10.0 13 6.0 12 54 9
Morocco 9.3 14 4.5 14 5.0 10
Peru 8.4 15 29.0 1 15.7 4
Brazil 7.5 16 6.5 9 15.6 5
Sri Lanka 6.7 17 0.2 22 0.0 22
Paraguay 6.2 18 " 0.2 18
Mexico 4.1 19 10.7 4
Dominican Republic 3.8 20 54 13 03 17
Bolivia 3.5 21 0.5 20
India 2.4 22 04 21
Chile 1.6 23 34 16 04 15
Guatemala 0.3 24 6.2 11 7.8 6
El Salvador 0.1 25 . 5.6 8
Argentina 0.0 26 7.8 8 16.5 3
Panama 0.0 27 10.2 5 0.0 23
Egypt 0.0 28 0.0 24 0.1 19
Correlation 2/ 0.18 0.22
p-value 0.41 031
R? 0.03 0.05
Number of observations 24 23

1/ Values in bold indicate crises according to the FR definition. Note that Turkey and Ecuador
do not have crises even though the index is above 25 because the index did not exceed the
previous year's value by 10 points.

2/ Spearman Rank Correlation of the fitted values and the actual crisis index and its p-value.

The R? is from a regression of fitted values on actual values.
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. The timing may be much harder to predict than the incidence of a crisis across
countries.

. The determinants of crisis episodes may have varied importantly over time.

. STV can impose more economic structure on their analysis by focussing on a

particular set of crises (those occurring at one time). STV argue that a key feature of
the 1995 crises was that the attacks hit hard only at already vulnerable countries. In a
rational panic, investors identify a country as being likely to suffer from a large
devaluation in the face of an outflow, and validate their own concerns by fleeing the
country. Thus, countries with overvalued exchange rates and weak banking systems
were subject to more severe attacks, but only if they had low reserves relative to
monetary liabilities (so that they could not easily accommodate the capital outflow)
and weak fundamentals (so that fighting the attack with higher interest rates would be
too costly).

For our purposes, it is important that the crises that affected mostly Asian countries in
1997 be broadly similar to the 1995 crises. Although there are certainly important differences
in the two episodes, the standard for similarity need not be very high. The other two papers
under consideration assume all crises of the last several decades are identical. If the Tequila
and Asian crises are such that a model formulated in 1995 has no explanatory power, then
doubt must be cast on efforts that make a stronger demands on parameter constancy.®’

B. Implementation

STV examine data on a cross-section of 20 emerging markets. They define a crisis
index [IND] as the weighted-sum of the percent decrease in reserves and the percent
depreciation of the exchange rate, from November 1994 to April 1995. The central argument,
and result, is that while the occurrence and timing of the crises was clearly a product of
contagion, the variation in the crisis index across countries is largely explicable. They find that
countries had more severe attacks when their banking systems were weak (proxied by a
lending boom variable [LB] measuring growth in loans to the private sector from 1990
through 1994) and when the exchange rate was overvalued (measured as the degree of
depreciation from 1986-89 to 1990-94 [RER]). Moreover, they find that these factors only

The IMF (1998) argues that the STV results apply to the Asian crisis and constructs a
composite indicator of crises on that basis. Sachs (1997) argues that Thailand’s 1997 crisis
“has the same hallmarks [as the 1995 crises]: overvaluation of the real exchange rate, coupled
with booming bank lending, heavily directed at real estate.” Sachs and Radelet (1998a) argue
that the 1997 and 1995 crises shared important characteristics, though their interpretation of
post—-Thailand Asian crises relies more heavily on contagion effects. Sachs and Radelet
(1998b), Tornell (1998) and Corsetti et al. (1998) apply models in the STV spirit to both sets
of crises.
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matter for countries with low reserves [DLR], measured as having a Reserves/M2 ratio in the

lowest quartile, and “weak fundamentals” [DWF], which means having RER in the lowest
three quartiles or LB in the highest three quartiles.

Thus, they estimate an equation of the form :

IND=p,+B,RER+B,LB+B,RER-DLR+( LB-DLR+B RER-DWF+3 LB-DWF

where their hypotheses are:

(1) Countries with a depreciated real exchange rate suffer a less severe crisis, but this only
matters for countries with low reserves and weak fundamentals, so that

B,=0,P,+B,=0,P,+ P, +Bs <0

(2) Lending booms increase the severity of crisis, but only for countries with low reserves and
weak fundamentals, so that

B;=0,B;+Bs=0,B;+Ps+B;,>0

Regression 1 of Table 12 reproduces the original STV benchmark regression, using
their data.® The results emphasized by STV are, first, that the effect of RER is significantly
negative for countries with low reserves and weak fundamentals (the sum of estimates of 3, +
B, + Bs is negative), and the effect of LB is significantly positive for these same countries (the

%Regression 1 differs slightly from the published STV benchmark, mainly because we have
corrected an error in the calculation of RER for Taiwan Province of China, in STV. The
resulting differences are statistically, numerically, and economically small. In addition, the data
used both in the STV benchmark and regression 1 differ slightly from that described and
published in STV. First, the data published in STV (but not that used in their regressions)
contain several typographical errors, which we have corrected with the help of the authors.
Second, here and in the STV regression the lending boom variable was calculated differently
for Peru than for the other countries and as defined in the appendix of STV. Specifically, LB
is defined as the growth from 1990 through 1994 in the ratio of domestic credit to the private
sector to GDP. For Peru, however, the base year actually used is apparently 1991. This is
presumably because the hyperinflation and stabilization of 1989/1990 led to a tiny base of
credit/GDP and would have resulted in a large outlier for Peru if calculated as defined in STV.
Third, the measure of reserves for South Africa apparently includes gold reserves, as is
standard for that country but contrary to the description in the appendix of STV.
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sum of estimates of B, + 5 + B, is positive). Moreover, the interaction of these two variables
with low reserves alone is insignificant.’” The high R-squared of the regression (0.69) is taken
to indicate that the model explains fairly well the pattern of contagion.

Before applying this model to the 1997 Asia crisis, we carry out some additional tests
over the STV sample. First, the data used in STV has been revised. Because we will be using
the currently available, and hence revised, data when we apply this approach to 1997, we first
apply the revised data to the original STV regression for the 1994-95 crises. Thus, regression
2 of Table 12 represents the result of applying the STV model to the STV sample, using the
data now available for that period. The revisions to the data appear small, but the cumulative
effect is to substantially change some of the estimates.®® Most notably, the effect of RER with
low reserves and weak fundamentals (3, + B, + ) is now insignificantly different from zero,
while the coefficient on LB with low reserves (B, + ;) increases significantly.

For purposes of comparing forecasts with the other approaches discussed in this
paper, line 3 of Table 12 presents the result of running the benchmark regression over the
same sample of 23 countries to which we apply the KLR approach. There are important
differences with regression 2. Most notably, the effect of a lending boom with weak
fundamentals and low reserves (5 + B5 + ;) is much smaller and is no longer significant.”

We have also tried estimating variants of the STV regressions for the 1994-1995
sample based on different definitions of the real exchange rate variable. The STV definition in
terms of the average level of the real exchange rate in the 1990 through 1994 period divided
by the average level during 1986 through 1989 clearly has an arbitrary element, and STV
themselves calculate various alternative definitions. Given the changes induced in real
exchange rates in some countries by the 1995 crises themselves, alternative definitions might
work better. Table 12 regression 4 measures the real exchange rate change as the percent
change in the real exchange rate from 1990 to 1994, while regression 5 measures RER as the
level of the real exchange rate in 1994 compared with its average over the 1986 to 1989
period. The regressions are quite similar to the benchmark specification in regression 3.

The result that RER increases the severity of crisis when not interacted (that is, a more
depreciated currency implies a bigger crisis) is noted as anomalous, while the fact that the un-
interacted lending boom increases the severity of the crisis is a milder puzzle. Another
anomalous result in regression 1, compared with the STV hypotheses, is that the lending
boom significantly decreases the expected severity of the crisis when interacted with low
reserves alone (3, + B; < 0). This anomaly appears also in STV, though in STV the sum is
slightly smaller and (barely) insignificant.

%The R-squared statistics in regressions of the revised series on the STV series (for example,
the revised crisis index on the STV crisis index) are all above 0.95.

STV demonstrate that their results are reasonably robust to the exclusion of various
countries from their sample.
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The definitions of low reserves and weak fundamentals in terms of which quartile of
the sample the country finds itself are somewhat arbitrary. For this reason, STV vary the
definition of low reserves and weak fundamentals so that countries in different fractions of the
sample qualify. For example, regression 6 of Table 12 reproduces the STV results for the case
where "low reserves” is defined as having a reserves/M2 ratio in the bottom half of the
sample, while “weak fundamentals” is having low reserves or a an exchange rate depreciation
in the lower half of the sample. The main results continue to hold. Regressions 7 and 8 of
Table 12 present the re-estimation of regression 5 with revised data and correcting the Taiwan
Province of China crisis variable. Unlike with the quartile regressions, this changes the results:
most importantly, RER with low reserves and weak fundamentals (B, + 3, + B) now has the
wrong sign, though it is insignificant.”™

The fragility of the STV results with respect to the data revisions that have taken place
since their estimations and to the addition of three countries to the sample casts some doubt
on the usefulness of this specification for the Asia crises. We nonetheless generate predictions
for 1997 based on these estimates drawn from the Tequila crisis.

C. Predicting 1997

The application of the STV model to 1997 is not as straightforward as with the other
two approaches. Because the model is formulated and estimated over a cross-section of
countries, it is not clear how to update for 1997. We attempt two approaches. First, in true
out-of-sample fashion, we mechanically update the STV variables and apply the coefficients
from the STV regressions for the Tequila crisis to obtain predicted values for the 1997 crises.
For the dependent variable that measures the severity of the crisis, we measure percent
depreciation of the nominal exchange rate from April 1997 through December 1997. For the
explanatory variables, we move all the definitions forward two years. We then calculate
forecasts of devaluation using the coefficient estimates from the STV benchmark specification
estimated for the Tequila crisis.

Column 1 of Table 13 shows the country rankings based on the actual value of the
crisis index for 1997, defined, analogously to STV, as the change in the nominal exchange rate
between April and December 1997. Column 2 present country rankings based on applying the
exact coefficients from the published STV benchmark regression to the updated LB and RER
variables and associated dummy variables. Columns 3 through 7 present alternative forecasts
based on regressions 1 through 5 of Table 12, our reestimations of the 1994-1995 STV
regressions.

None of these forecasts performs very well. The most successful specification, based
on Table 12 regression 4, employs one of the alternative definitions of RER. Its forecast

™In this case, part of the reason for the difference is that, even using the (typo-corrected) STV
data, we were not able to reproduce regression 5.
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rankings of crisis severity are insignificant predictors of the actual rankings and explain only

5 percent of the variance of the actual country rankings. Among the countries we have been
examining in more detail, this model yields large expected crises for Malaysia and Thailand but
also for Brazil and to a lesser extent Argentina. It misses Indonesia and Korea. The other
specifications, including the benchmark, perform somewhat worse.

In light of this predictive failure, we have also considered a much less ambitious test of
the STV model, justified by the idea that we may reasonably expect some constancy of the
general model of crisis episodes even if parameter constancy fails to hold. In this spirit, our
second approach is to re-estimate the regression using 1996 and 1997 data. This application
of the STV model to the 1997 crisis meets with little success. The results vary strongly
depending on the exact specification, but the fit is always relatively poor.™ Compared with its
application to the 1994 crisis, the coefficients are economically and statistically different, and
the explanatory power of the regressions is much lower. STV argue based on the Tequila
crisis that lending booms combined with weak fundamentals and low reserves are a recipe for
crisis. This hypothesis receives some support, in that the relevant coefficients are significant
and consistent with that view. No evidence is found, however, for the importance of the real
exchange rate.

We can observe more directly how much the re-estimation of the STV model using
1997 data improves the predictions for 1997 compared with the out-of-sample forecasts,
which as we have already seen perform poorly. The in-sample forecasts are substantially
better, as is to be expected, but are still not very useful. Columns 8 and 9 of Table 13 present
the predicted crisis index and rankings based on two regressions estimated over 1996/1997
data. The first represents a specification that follows the benchmark STV specification while
the second mirrors the specification in regression 4 of Table 12. The first forecast is somewhat
useful, with a significant correlation of 0.46 with the actual rankings and an R? statistic of
0.21. It is remarkable, though, that the STV regression re-estimated with 1997 data performs
somewhat worse than the KLR out-of-sample forecasts and much worse than the modified
KLR forecasts.

A recent paper (Tornell (1998)) may seem to contradict the results in this paper.
Tornell estimates a model very similar to STV, stacking observations from the 1994/1995
crisis and the 1997 crisis. He finds that his new model: (1) fits fairly well, with significant
coefficients plausibly signed; (2) has coeflicients that appear stable between the two sets of
crises; and (3) when fitted with the 1994 observations only and forecasting for 1997, produces
good predictions, much better than the STV forecasts examined here and comparable to the
KLR weighted-sum of indicators-based probabilities.”

' An appendix is available from the authors on request.

™The Tornell (1998) forecasts are significant at the 1 percent level in a regression of the
actuals on the forecasts, with an R-squared statistic of 0.24.
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Rather than providing a counter example to the results presented here, this effort
illustrates the importance of testing models out of the sample used to formulate them, as we
do here. A variety of apparently small modifications characterizes the difference between the
specification in STV and Tornell (1998), and yet these re-specifications apparently make the
difference between success and failure in predicting the incidence of the 1997 crises “out-of-
sample.””

This suggests that specification uncertainty can be as important as parameter
uncertainty across crisis episodes, at least for techniques such as STV that rely on a small
number of observations and relatively complex models. Only the application of models to
episodes that postdate the design of the model provides an appropriately tough test.
Unfortunately for our purposes, the apparent need for a separate specification search for the
new set of crises casts some doubt on the usefulness of this sort of approach for predicting
future crises.

V. DISCUSSION

This paper has assessed how well the various forecasts work in several ways.
Summarizing some of these results, Table 14 directly contrasts the performance of each of the
three methods in ranking countries by probability (KLR and FR) or severity (STV) of crisis in
1997, comparing the predicted and actual rankings. The only successful pure out-of-sample
forecasts in terms of country rankings are those based on the KLR noise-to-signal weighted-
sum of indicators (column 1). In addition, the KLR model augmented with additional variables
(column 2) and the BP probit model (columns 3 and 4) also provide useful forecasts. None of
the STV and FR-based predictions are helpful.

We have throughout paid particular attention to eight key Asian and Latin American
countries to illustrate these results. None of the three methods we began with tells a very clear
story about these countries:

. The original weighted-sum of indicators specification correctly predicts relative
tranquility for Argentina and Mexico and predicts a fairly high severity of crisis in
Thailand and Malaysia but issues much stronger warnings for Brazil and the
Philippines while missing Indonesia and Thailand.

. The STV regressions based on the 1994-1995 observations do not seem to provide
very useful forecasts. They predict a fairly high severity of crisis in Thailand and
Malaysia but miss Indonesia and Korea. They correctly predict tranquility for Mexico
and predict an intermediate outcome for Brazil, but assign high risk to Argentina and
the Philippines.

"Examples of subtle specification issues include the exact definition of RER, LB, weak
fundamentals and low reserves, as well as details such as the need in STV to adjust the
measurement LB for Peru to avoid an unwanted outlier (see footnote 64). Tornell (1998) like
STV does contain a substantial number of robustness checks (such as dropping individual
countries and varying the definition of low reserves).
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. The FR predictions also perform without distinction. The estimated probability of
crisis is reasonably high for Thailand in some versions, but is higher for Brazil,
Mexico, and Argentina, countries which did not suffer crises (there is insufficient data
to forecast the other countries under consideration). An important problem with the
FR model is the definition of crisis; it fails in 1997 to identify most of the countries
that are commonly accepted to have experienced a crisis.

The BP probit model’s somewhat better performance overall is mirrored in the story it
tells for these eight countries, particularly in its linear form. It ranks the crisis countries
Thailand, Korea, Malaysia and Indonesia in the top ten countries at risk and correctly predicts
tranquility for Argentina and Mexico. It attaches somewhat high risks to the Philippines and
Brazil, which is plausible ex post given the difficulties both countries have faced in 1997.7

VI. CONCLUSION

This paper has examined the extent to which models formulated and estimated prior to
1997 would have helped predict the 1997 currency crises. For each model, we have tried to
reproduce as closely as possible the original specification, and we have also tried reasonable
modifications, the most substantial of which we dub the BP model. We have evaluated the
results in several ways. For the models with a time dimension (KLR, FR and BP) we have
reported the out-of-sample goodness of fit statistics, which measure whether models
successfully call future crises. We have also looked at how each model would have ranked
countries in 1997 in terms of probability of crisis and compared this result with the actual
cross-country ranking of crisis severity. Finally, we have examined a few country cases in
more detail.

The results are mixed. The most successful “pure” pre-1997 forecasts we study are the
KLR-based probabilities of crisis derived from the weighted-sum of signaling indicators. When
this model issued an alarm during the 1995:5 to 1996:12 period, a crisis would actually have
followed in 1997 37 percent of the time.” This compares to a 27 percent unconditional
probability of crisis in 1997. Moreover, its forecasted cross-country ranking of severity of
crisis is a significant predictor of the actual ranking, with an R? of 28 percent. Its ranking of
the eight key countries we have been examining in detail does not, however, shed light on
what was to come in 1997. The other two methods examined, FR and STV, provide forecasts
that would have been of little use. These forecasts are insignificant predictors of actual
outcomes and, although positively correlated with actual outcomes, explain very little of the
variance of actual countries’ experience.

"Probits that excluded the current account, reported in a previous version of this paper,
largely failed to predict a crisis in Indonesia. Note that we employ the KLR definition of crisis
here.

7 An alarm here is defined as a predicted probability above 25 percent. These alarms are
significant predictors of crises at the 1 percent level.
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We also modified the models in various ways. The addition of two variables to the
KLR model, the level of the current account and M2/reserves, improves performance
somewhat. Various plausible modifications to the STV and FR models did not yield useful
forecasts, even some, such as the inclusion of short-term external debt, actually inspired by
events in 1997.

We also estimated a set of alternative models (BP probit-based models) using the data
and crises definition of the KLR method but with a different approach to generating crisis
probabilities from the data. These models did not exist prior to the crises they attempt to
predict and to that extent do not generate pure out-of-sample forecasts. However, the
methodological innovations were not inspired by events in 1997, nor did we use success or
failure in predicting 1997 outcomes to aid in the specification of the alternative models. The
BP probit models provide generally better forecasts than the KLR models. The probit in which
the predictive variables enter linearly issues alarms in 1995:5 to 1996:12 that are followed by
crises 51 percent of the time. We also examine other probit specifications that do not embody
the KLR indicators assumption and find that, while the results are not unambiguous, the linear
model is the most successful.

The answer to the question posed in the title of this paper is “yes, but not very well.”
The answer is “yes” since the KLR forecasts, and a fortiori the BP modifications, are clearly
better than a naive benchmark of pure guesswork. We say “not very well” because none of the
models reliably predicts the timing of crises, that is whether there would be crises in 1997.
False alarms always outnumber appropriate warnings (except for the BP linear probit).
Moreover, the statistically significant results imply that some of the models clearly outperform
pure guesswork, not that they do better than the analysis of informed observers.

The head-to-head testing performed here may give insight into the nature and causes
of these crises independent of the value of the models as predictors.

. All three approaches demonstrate that the probability of a currency crisis increases
when domestic credit growth is high, the bilateral real exchange rate is overvalued
relative to trend, and the ratio of M2 to reserves is high. All but STV also suggest that
a large current account deficit is an important risk factor. Some evidence is also found
for the importance of other variables, such as export growth, the size of the
government budget deficit, and the share of FDI in external debt.

. With regard to the 1997 crises, it is noteworthy that some of the models make
significant out-of-sample predictions despite the omission of some heavily emphasized
phenomena such as poor banking supervision and weak corporate governance. It
appears that the Thai crisis was relatively easy to predict, a conclusion that is
consistent with Thailand’s role in setting off the crises. The Indonesian crisis was
perhaps less foreseeable, lending some credence to the view that weak fundamentals
may have played a relatively small role here. The models tend to do well in predicting
tranquility in Mexico but have a harder time with Brazil and the Philippines, not
unreasonably, but also in some cases with Argentina and Malaysia.
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. The models shed some light on the question of how to measure reserve adequacy. The
ratio of reserves to short-term debt, reserves to M2 and even the traditional measure
of reserves to imports have received attention in the literature. We find in the context
of the FR-type regressions that the best measure for predicting currency crises is
reserves to M2.

The out-of-sample comparison of different approaches provides some insight into
important issues in the empirical modeling of currency crises.

. The data sets used are not without anomalies and old data are frequently revised. This
seems to have been an important reason for the difficulties we have encountered in
reproducing some results, particularly those of KLR. The small-sample STV approach
appears even more sensitive to sample and data revisions.

. Specification uncertainty may be as important as parameter uncertainty, as least for
STV-type approaches, which represent a more complex specification fitted to many
fewer observations. We have found that re-estimating the relatively simple (in terms of
specification) KLR and FR models over different samples of countries and longer time
periods has preserved the basic results of the models. In this context, it may not be
surprising that the more recent applications to the Asia crisis perform much better than
the original STV model itself.

. The data do not clearly support one of the basic ideas of the KLR indicator approach:
that it is useful to interpret predictive variables in terms of discrete thresholds, the
crossing of which is particularly significant for signaling a crisis. Both direct statistical
tests and the generally superior performance of the BP linear model suggest that a
better simple assumption is that the probability of crisis goes up linearly with changes
in the predictive variables. There is, however, some evidence for nonlinearities of the
sort assumed in KLR.”

Where do we go from here? Implementation of an early warning system along the lines
of the BP probits would pose some challenges that we have avoided here. Most importantly,
we have largely ignored the problem that data on predictive variables are in many cases
available only with a long lag. To take one egregious example, data on the 1996 government
budget deficit are only available from the World Bank data base for 13 of 94 countries in the
FR sample, even as of June 1998. Although data may be obtainable from alternative sources,
these data may be sufficiently different from the series used to estimate the model that
substantial errors could be introduced, as we saw to some extent with the deficit variable in

%One apparent inconsistency in our results, comparing the probits and the KLR-based
probabilities out-of-sample, is the contrast between the superior performance of the linear
probit as measured by goodness of fit and the relative success of the indicator probit and the
KLR-based probabilities at ranking the countries in 1997 by severity of crisis. It may be that
the non-linear indicator variables are more effective at distinguishing especially severe crises
from other observations, despite the overall better performance of the linear model.
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the FR regressions. In any early warning system actually implemented, this problém would be
much more important, because we have benefited from the year-and-a-half lag between late
1996 and the time when we carried out our forecasts.”

These models are clearly not the last word. Recent papers have already shown that it is
possible to improve the in-sample fit of models of the Asia crisis using STV-style models.
Careful reparameterization, the modification of some of the explanatory variables and
inclusion of further variables, changes in the definition of the interaction variables, and other
modifications have led to substantially better fits. The STV-type approach presents promise as
a way to understand the nature of crises after the fact. The contrast between the failure of the
original STV specification to predict the 1997 crises and the much greater success of the post-
Asia STV-type models may suggest caution, however, in using these types of models as early
warning systems.

A variety of specification issues appear worth exploring, particularly in the context of
probit-based models estimated on panel data. We have not evaluated the robustness of the
results to alternative definitions of currency crisis.”® We have not yet looked at robustness to
different time periods for the panel models. We have not explored alternatives to the 24-
month-ahead prediction structure of the KLR model. It may be more plausible, for example,
to give more weight to more recent observations than more distant ones in calculating the
probability of a crisis in a given month. While we found the simple linear formulation to be
quite successful, we also found evidence of nonlinearity in the relationship between predictive
variables and the probability of crisis, though not of a KLR-type step function. This deserves
further exploration in a way that does not depend on prior calculation of the KLR
thresholds.” We have maintained the KLR practice of measuring variables in terms of
percentiles; this issue could also be explored.*

"We have also not addressed the issue of data revisions to the extent that we did not use data
as reported in May 1997. This could be an important issue in practice, as suggested by
incorrect estimates of Korean reserves and Indonesian short-term external debt prior to their
1997 crises.

"*Milesi-Ferretti and Razin (1998) point out the importance of this consideration for the FR
approach.

"Recall that we used the KLR method to calculate the break-points for the stepwise linear
probit models. We also experimented, somewhat successfully, with more general polynomials
that did not rely on knowing the break-points.

%0As a more general specification issue, we have followed the practice of attempting to predict
crises that are defined as a discontinuous function of a continuous crisis index. In a typical
probit application, the latent variable is unobserved, but here this is not the case. Thus, the use
of probits potentially results in a loss of information and obscures the fact that the prediction
of crisis could be considered to be an aspect of the general problem of predicting movements
(continued...)



-59-

A variety of alternative predictive variables could be analyzed, the most obvious being
short-term external debt. Other interesting possibilities include political variables and the
degree of openness of the capital account.®! We can also consider the interaction of variables,
motivated by the STV insight that particular variables may increase the probability of crisis
only when other variables are also creating vulnerability. An important feature of currency
crises we have not yet explored is contagion, which undoubtably plays a role at least in the
timing of crises.® Finally, a variety of difficult-to-measure structural factors have been central
to at least recent crises. It may be possible in the future to incorporate measures of the
strength of regulatory frameworks, corporate governance and other such factors.*®

We can be confident that future papers will predict past crises. Some of the positive
results in this paper suggest that they may also be able to predict future crises.

89(...continued)
in the exchange rate and other variables.

81Bussiere (1998) finds political variables to predict the severity of crisis in a Tornell (1998)
type model.

82J.P. Morgan (1998) claim some success in predicting crises with the help of a measure of
contagion that depends simply on the number of crises in other countries in recent months.
They conclude that closing out positions with a sufficiently high probability of crisis according
to their model would have yielded much higher returns over 1992-1997 than always staying
invested. They perform some out-of-sample tests as in Tornell (1998); that is they estimate
over part of the sample that they used to formulate the model then fit the rest of the sample.
This is not an out-of-sample test in our sense. Indeed, the higher yields they obtain derive
almost entirely from strong results in 1997 (the model would have lost money most other
years), a year when in retrospect contagion was clearly important.

8Johnson et al. (1998) find that measures of corporate governance help explain the severity of
crisis in 1997.
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