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## I. INTRODUCTION

A fundamental question in development and international economics is whether higher trade openness helps to improve economic growth. Even though this question has received a great deal of attention in the literature for more than a century, we still do not have, as a profession, a satisfactory answer. In a recent survey, Rodriguez and Rodrik (2000) provide a critical analysis of the main contributions of the past decade and conclude that "the nature of the relationship between trade policy and economic growth remains very much an open question" (p. 266). However, the authors interpret "the persistent interest in this area as reflecting the worry that the existing approaches haven't gotten it quite right" (p. 316).

The present paper offers some insights as to how to exploit differences across countries to address one of the main obstacles to answering the question: the problem of simultaneity, which is pervasive in econometric analysis. What most economists would consider good measures of the degree of openness of a country are, unfortunately, closely linked to the level of income. For example, measuring openness as the ratio between the sum of imports plus exports to GDP clearly is a function of the growth rate of the economy - both the numerator and the denominator are linked to the GDP growth. What this implies is that not even the sign of the bias in the standard OLS regression can be assessed.

Instrumentation via lags or other economic indicators does not offer a valid alternative if, respectively, openness is serially correlated or these other variables affect growth as much as trade. Dollar and Kraay (2003) suggest estimating the regression in first differences and instrumenting the change in openness via lagged values of openness, which appear uncorrelated with other factors influencing changes in growth. Unfortunately, the simultaneity bias can extend over time in the case under consideration. For instance, if part of the growth rate in the future is driven by investment today that requires imported goods, then the degree of openness today depends on future growth rate. Hence, using lag values of openness as instruments does not provide a reliable solution. Alternatively, other economic indicators-such as geographic ones-have been used as instruments (see, for example, Frankel and Romer (1999)). However, these instruments have often been criticized as being correlated with income as much as with trade. For example, the gravity literature has shown that geographic variables can be robustly employed to explain trade. At the same time, they can also be expected to affect growth via other channels, for example, via their relation to health conditions and productivity, to the quality of institutions, and to the availability of natural resources (see Rodriguez and Rodrik (2000) and Baldwin (2003)). To the extent the component of trade that is instrumented via geography is correlated with these other factors, the Instrumental Variables (IV) estimates are likely to be biased. Dollar and Kraay (2003) address the instrumentation problem by estimating the growth regressions in first difference and instrumenting the changes in the main explanatory variables (trade and institutions) via their lagged levels. Partly due to the different dynamic nature of the two variables, the lagged levels of trade predict well changes in trade, but not changes in institutions, and vice versa, thus allowing for a better instrumentation for trade.

In this paper, we tackle the extremely important issue of endogeneity again, but from a very different perspective. Instead of appealing to instruments that move the degree of openness but
are uncorrelated with income growth (which we have already argued that are difficult to find) we solve the problem of simultaneous equations by using the relatively new literature on "identification through heteroskedasticity" (IH).

In the standard simultaneous equations problem the instrumental variables approach searches for a variable that shifts the demand (for example) to estimate the supply. In other words, we need a variable that moves the mean of the demand curve to estimate the supply. We now know that this procedure was introduced in Philip Wright's 1928 book in Appendix B (see Stock and Trebbi, 2003). In the same appendix, Wright indicates that we could also solve the problem of identification if instead of moving the mean we find a variable that increases the variance of one of the equations to infinity. In other words, if the volatility of the innovations to the demand schedule is infinitely large in comparison to the volatility of the innovations of the supply, in the data we only observe movements due to innovations to the demand, and therefore we can estimate the supply schedule directly. This is known today as "near identification". ${ }^{2}$ In 1929, Leontief indicated that we did not have to move the variance to infinity, only knowing that it has changed implies that the distribution of the residuals rotate along the different schedules. Rigobon (2003a) shows that this is enough to achieve identification. ${ }^{3}$ This approach has been defined in the literature as identification through heteroskedasticity ( IH from now on) and has been recently applied to numerous issues plagued by reverse causality. ${ }^{4}$

Sample heteroskedasticity, both across time and across countries, is very high both in country growth rates and in their degrees of openness. It is therefore possible to use the IH method to solve for the problem of endogeneity, when analyzing our fundamental question of the effect of trade openness on growth.

[^1]Our results suggest that openness has a small positive effect on growth, which is not particularly robust. They also suggest that most of the empirical works that claim to find a strong and robust result are instead likely to capture either the reverse causality effect or the effect of other economic and policy distortions that are correlated with openness (such as the black market premium, this latter point being already discussed by Rodriguez and Rodrik, 2000).

This paper is organized as follows: Section II, presents the estimation problem and derives the estimator used in the paper. In Section III, we present our results using identification through heteroskedasticity. Finally, Section IV concludes.

## II. Endogeneity

As was argued, "good" measures of openness are in general closely related to the growth rate. This generates the standard endogeneity problem. To simplify the discussion we abstract from other controls and concentrate mainly on the simultaneous equations problem. Therefore, assume that openness and growth are described by the following system of equations:

$$
\begin{align*}
& y_{t}=\alpha o_{t}+\varepsilon_{t}  \tag{1}\\
& o_{t}=\beta \quad y_{t}+\eta_{t}
\end{align*}
$$

where $y$ is the growth rate, and $o$ is the degree of openness. We are interested in estimating $\alpha$, but as it is well known that with standard econometric methodologies we cannot consistently estimate $\alpha$ when either $\beta$ is different from 0 or the variance of $\eta$ is finite-unless openness and growth are cointegrated - even if we are willing to make the strong assumption that the structural shocks have finite variance and are uncorrelated. The results discussed below apply for any distribution.

Assume we estimate the first equation by OLS not taking into consideration the simultaneous equations problem. The estimation is biased because the right hand side variables are correlated with the residuals. In particular, in equation:

$$
y_{t}=\alpha o_{t}+v_{t}
$$

the OLS estimate is given by the general expression:

$$
\begin{aligned}
\hat{\alpha} & =\left(o_{t}{ }^{\prime} o_{t}\right)^{-1} o_{t}{ }^{\prime} y_{t} \\
& =\alpha+\beta(1-\alpha \beta) \frac{\sigma_{\varepsilon}^{2}}{\sigma_{\eta}^{2}+\beta^{2} \sigma_{\varepsilon}^{2}}
\end{aligned}
$$

This equation encompasses all cases where the problem of simultaneous equations disappears:

- Exclusion restrictions: if $\beta=0$, the bias goes to zero - which should be obvious given that $\beta=0$ is assuming the problem away. This is what typically is assumed when exclusion restrictions are imposed on the system of equations. For example, most of the macro literature using VARs and identifying the model using the Choleski decompositions implicitly are making this assumption.
- Near identification: Assume that the variance $\sigma_{\eta}^{2} \rightarrow \infty$, then it is easy to verify that if the other variance is finite then the bias goes to zero. Near identification is one of the most used assumptions in event study papers. Unfortunately, it is usually assumed implicitly, instead of explicitly.
- Cointegration or infinite variance: if the variables are cointegrated, or similarly if the observable variables ( $y$ and $o$ ) have infinite variance even though the residuals have finite variance, then the expression $(1-\alpha \beta)$ would be close to zero. In this case, it is evident that the bias goes to zero. We know from the cointegrating literature that if the variables are random walks but have a cointegrating relationship (which means that a linear combination of them is stationary), then the model is super consistent and we can run OLS. In this model, if $(1-\alpha \beta)=0$ we have a similar result. Having infinite variance for each of the variables, but finite variance for the linear combination of them is equivalent to having two cointegrating relations: $y_{t}=\alpha o_{t}+v_{t}$, and $o_{t}=\beta y_{t}+\pi_{t}$. The problem in practice is that we will not know which of the two we are estimating, but there will be no inconsistency in the estimates.

There are other assumptions that have been used to achieve identification: long-run restrictions usually assume that the sum of lag coefficients is zero for some type of shock. Additionally, partial identification can be achieved if sign restrictions are imposed. We believe that these assumptions do not apply to the problem of growth and openness, and therefore, we do not discuss them.

Observe that we can also have an estimate for the coefficient in the second equation. The estimate for $\beta$ is also biased.

$$
\begin{aligned}
\hat{\beta} & =\left(y_{t}{ }^{\prime} y_{t}\right)^{-1} y_{t}{ }^{\prime} o_{t} \\
& =\beta+\alpha(1-\alpha \beta) \frac{\sigma_{\eta}^{2}}{\alpha^{2} \sigma_{\eta}^{2}+\sigma_{\varepsilon}^{2}}
\end{aligned}
$$

In summary, both estimates are biased if we cannot justify exclusion restrictions, or that one of the variances is infinitely large, or that the variables are cointegrated, or that there are long-run restrictions (which is a form of exclusion restriction). We believe that the problem of simultaneity between growth and openness cannot be solved by appealing to these assumptions. Indeed, most of the literature does not appeal to them because they are impossible to rationalize in this particular framework.

## A. Reversed Regressions: OLS Bounds

Before proceeding towards the IH methodology, it is interesting to discuss a very old literature studying the "bounds" of the OLS estimates in the presence of misspecification from the correlation of the explanatory variables and the residuals (this is a general problem which encompasses other issue in addition to simultaneous equations). The purpose of the bounds is to
highlight or show the extent of the misspecification. The method was used by Leontief (1929) and it was recovered by Leamer (1981) and Edwards (1992).

Assume we have a general problem of misspecification that can be summarized by the simple relationship

$$
y_{t}=a o_{t}+v_{t}
$$

where the right hand side variable $o_{t}$ is correlated with the residual $v_{t}$. Notice that this is exactly the first equation in our system of equations, but here we would like to offer the general discussion when this correlation arises from multiple sources, not just from reverse causality (and hence we use different terms for parameters and residuals than in equation 1).

It is well known that, in the presence of this misspecification, we cannot estimate $a$ consistently. Indeed, there are two forms of estimating $a$.

$$
\begin{align*}
y_{t} & =a o_{t}+v_{t}  \tag{2a}\\
o_{t} & =\frac{1}{a} y_{t}+\widetilde{v}_{t}  \tag{2b}\\
& =b y_{t}+\widetilde{v}_{t}
\end{align*}
$$

It is important to indicate that both regressions are equally wrong! Leontief studied this problem and realized that depending on the sources of the misspecification the OLS estimates in these two regressions provide bounds for the true coefficient. The estimate in equation (2a) provides one bound, and the inverse of the estimate on equation (2b) provides the other bound. A special case arises when the misspecification in the model is due to simultaneous equations. In particular, assume output and openness are given by our model equation (1). Then the OLS estimate in equation (2a) is (the same as before):

$$
\hat{a}_{2 a}=\left(o_{t}^{\prime} o_{t}\right)^{-1} o_{t}^{\prime} y_{t}=\alpha+\beta(1-\alpha \beta) \frac{\sigma_{\varepsilon}^{2}}{\sigma_{\eta}^{2}+\beta^{2} \sigma_{\varepsilon}^{2}}
$$

while the estimate of $1 / a$ in equation (2b) is (note that the two expressions are identical):

$$
\begin{aligned}
\hat{b}_{2 b}=\left(y_{t}^{\prime} y_{t}\right)^{-1} y_{t}^{\prime} o_{t} & =\beta+\alpha(1-\alpha \beta) \frac{\sigma_{\eta}^{2}}{\alpha^{2} \sigma_{\eta}^{2}+\sigma_{\varepsilon}^{2}} \\
& =\frac{1}{\alpha}-\frac{1}{\alpha}(1-\alpha \beta) \frac{\sigma_{\varepsilon}^{2}}{\alpha^{2} \sigma_{\eta}^{2}+\sigma_{\varepsilon}^{2}}
\end{aligned}
$$

Note that if we are interested in the estimation of $\alpha$, we want to solve $\hat{b}_{2 b}$ for $\frac{1}{\alpha}$ instead of $\beta$. We can in fact use both estimates $\hat{a}_{2 a}$ and $\hat{b}_{2 b}$ to compute the range where the true coefficient $\alpha$ must lie if the model is correct. To illustrate the range, consider the two possible cases, where $\alpha$ and $\beta$ have different or similar signs.

If $\alpha$ and $\beta$ have different signs, the bias in equation (2a) makes the OLS coefficient smaller (in absolute value) than the true one. In other words,

$$
\left|\hat{a}_{2 a}\right|<|\alpha|
$$

Similarly, it is also easy to show that in equation $2 b$ the bias is also toward zero. Hence we can write

$$
\left|\hat{b}_{2 b}\right|<\left|\frac{1}{\alpha}\right|
$$

Therefore,

$$
\left|\hat{a}_{2 a}\right|<|\alpha|<\left|\frac{1}{\hat{b}_{2 b}}\right| .
$$

In other words, if the two schedules have different signs, then the true coefficient lies between these two estimates.

The intuition of this result is very simple. First, it is important to realize that equation 2 a is the OLS run in one direction, while equation $2 b$ is the OLS regression in the other direction. If the schedules have different signs, simultaneous equations will bias the OLS coefficients toward zero, because the OLS coefficient is a linear combination of the two coefficients-one positive, and the other negative. Hence the OLS coefficients in both regressions are smaller in absolute terms than the true ones. However, the coefficient in the first equation (2a) attempts to estimate $\alpha$ and the coefficient in the second one (2b) $1 / \alpha$. This is what determines the range.

When the two schedules have the same signs the range of coefficients is different. In this case, the bias in the OLS in both equations ( $2 a$ and $2 b$ ) is away from zero. ${ }^{5}$ So, if both coefficients are positive the OLS is larger than the true one, and if the coefficients are negative the OLS ones are smaller than the true ones. Nevertheless, this means that in absolute terms,

$$
|\alpha|<\min \left\{\left|\hat{a}_{2 a}\right|, \frac{1}{\left|\hat{b}_{2 b}\right|}\right\}
$$

Again, this implies a range of coefficients that is admissible. The intuition in this case, follows the same reasoning as before, where the difference is due to the fact that in both equations the estimated coefficients are larger than the OLS ones.

[^2]For our purposes, if one has a prior that growth and openness positively affect each other, the reasoning above would lead to the expectation that the true coefficients are smaller than the respective OLS bounds. Note also, that each of the OLS estimates has a confidence interval. Hence, the exact bounds would need to take into account such intervals at the desired significance level.

## B. Identification Through Heteroskedasticity

In this paper we appeal to a different methodology: identification through heteroskedasticity. In this section we derive the basic estimator closely following Rigobon (2003a). Assume we are interested in estimating first the following simultaneous equation system.

$$
\begin{aligned}
& y_{t}=\alpha o_{t}+\varepsilon_{t} \\
& o_{t}=\beta y_{t}+\eta_{t}
\end{aligned}
$$

where $\varepsilon_{t}$ and $\eta_{t}$ are the structural innovations. The first equation summarizes the growth equation we are interested in estimating. It measures the effect of openness on growth, and the structural residual can be interpretated as innovations to growth that are independent of all controls and other shocks. The second equation is the openness equation. It describes how growth affects the degree of openness of the economy. The innovations to this equation are interpreted as those changes in the degree of openness that are not explained by the covariates.

Assume that the innovations have mean zero, are uncorrelated, and identically distributed. Additionally, assume that the coefficients are the same across all realizations.

In this model, the only statistic we can compute from the sample is the covariance matrix of the observable variables-i.e., we can compute the variance of growth, the variance of the openness, and their covariance. However, under our assumptions this covariance matrix is explained by four unknowns: $\alpha, \beta$, and the variances of $\varepsilon_{t}$ and $\eta_{t}$. This is the standard identification problem in simultaneous equations-there are fewer equations (moments in this case) than the number of unknowns. Algebraically, the covariance matrix of the reduced form is

$$
\Omega=\frac{1}{(1-\alpha \beta)^{2}}\left[\begin{array}{cc}
\sigma_{\varepsilon}^{2}+\beta^{2} \sigma_{\eta}^{2} & \alpha \sigma_{\varepsilon}^{2}+\beta \sigma_{\eta}^{2} \\
& \alpha^{2} \sigma_{\varepsilon}^{2}+\sigma_{\eta}^{2}
\end{array}\right]
$$

where the left hand side can be estimated in the data and in the right hand side we have the theoretical moments.

Assume that the data can be split in two sets according to the heteroskedasticity of the residuals, i.e., that the residuals in these two sets have different variances. Remember that in the original
model we have already imposed that the coefficients are the same across all observations. In these two sub-samples we can estimate two variance covariance matrices:

$$
\begin{aligned}
& \Omega_{1}=\frac{1}{(1-\alpha \beta)^{2}}\left[\begin{array}{ll}
\sigma_{\varepsilon, 1}^{2}+\beta^{2} \sigma_{\eta, 1}^{2} & \alpha \sigma_{\varepsilon, 1}^{2}+\beta \sigma_{\eta, 1}^{2} \\
\alpha^{2} \sigma_{\varepsilon, 1}^{2}+\sigma_{\eta, 1}^{2}
\end{array}\right] \\
& \Omega_{2}=\frac{1}{(1-\alpha \beta)^{2}}\left[\begin{array}{ll}
\sigma_{\varepsilon, 2}^{2}+\beta^{2} \sigma_{\eta, 2}^{2} & \alpha \sigma_{\varepsilon, 2}^{2}+\beta \sigma_{\eta, 2}^{2} \\
& \alpha^{2} \sigma_{\varepsilon, 2}^{2}+\sigma_{\eta, 2}^{2}
\end{array}\right]
\end{aligned}
$$

this implies that now there are six moments that can be estimated in the sample, which are explained by six coefficients: the two parameters of interest and four variances. Notice that there are as many equations as unknowns. In the standard literature of system of equations this means that the system satisfies the order conditions. To fully solve the problem, then, we have to verify that the six equations are linearly independent-which is known as the rank condition.

As is shown in Rigobon (2003a) this requires that the relative variances of the residuals shifts across the sub-samples:

$$
\frac{\sigma_{\varepsilon, 1}}{\sigma_{\eta, 1}} \neq \frac{\sigma_{\varepsilon, 2}}{\sigma_{\eta, 2}}
$$

The intuition why shifts in the variances achieve identification is quite simple and is closely related to the instrumental variable intuition. Consider the standard demand-supply identification problem. If we are interested in estimating the demand schedule, the IV methodology tells us that we need to find some variable or shock that shifts the supply schedule, so the slope of the demand can be computed. So, the standard intuition searches for something that moves the means.

In the IH methodology, we search for something (like a regime change) that shifts the variance instead of the mean. The different variances in the sample provide enough information to identify the coefficients in both equations (direct effect and reverse causality effect). The shift in the variance rotates the ellipse where the residuals are distributed. That rotation in the ellipse occurs along the schedules we are interested in estimating. Note that the analogy can be brought to the limit in the known case of near-identification. Assume that the variance of the supply shocks is infinitely large compared to the demand shocks. In this case, the ellipse enlarges along the demand so much that in the limit it becomes the demand. Therefore, even when we do not know when the supply moves, the likelihood that it is moving is one, hence all the variation observed is along the demand equation. This is known as near-identification, and even though there is no movement in the mean, the problem of identification has been solved.

As should be evident from the previous derivation a crucial assumption is the stability of the parameters. Even though this assumption seems unpalatable in many applications, in cross sectional panel regressions standard IV methods are implicitly assuming it already. One
advantage of the method we describe is that if there are more than two regimes we can test the overidentifying restrictions.

The identification assumption in the IH methodology is that the data is heteroskedastic (which is easily testable) and that the structural shocks are uncorrelated (this is the maintained assumption). We estimate the model using GMM where the moment conditions are the zero correlation among the identified structural errors. On the other hand, estimation using MLE is more difficult given that it is hard to impose the moment condition - so crucial for identification.

## C. Adding Control Variables

It should be obvious that adding additional controls has no impact on the identification problem. Assume that output and openness are described by this system of equations.

$$
\left(\begin{array}{cc}
1 & -\alpha  \tag{3}\\
-\beta & 1
\end{array}\right)\binom{y_{t}}{o_{t}}=\phi(L) X_{t}+\Phi(L)\binom{y_{t}}{o_{t}}+\binom{\varepsilon_{t}}{\eta_{t}}
$$

where

$$
A \equiv\left(\begin{array}{cc}
1 & -\alpha \\
-\beta & 1
\end{array}\right)
$$

where $X$ are the controls or exogenous variables. In this model, if the variables are not cointegrated (which imposes some constraints on $\Phi(L)$ ) and we cannot impose exclusion restrictions on the exogenous variables (which imposes constraints on $\phi(L)$ not having a single term equal to zero), the problem of identification cannot be solved with standard methodologies.

The reason is that the reduced form in this model, which is

$$
\begin{align*}
& \binom{y_{t}}{o_{t}}=A^{-1} \phi(L) X_{t}+A^{-1} \Phi(L)\binom{y_{t}}{o_{t}}+\binom{v_{y, t}}{v_{o, t}} \\
& \text { where }  \tag{4}\\
& \binom{v_{y, t}}{v_{o, t}}=A^{-1}\binom{\varepsilon_{t}}{\eta_{t}}
\end{align*}
$$

cannot be identified from the data. To illustrate this issue assume that $R$ is a positive definite matrix that we use to pre and post multiply each of the reduced form coefficients as follows:

$$
\begin{equation*}
\binom{y_{t}}{o_{t}}=(A R)^{-1}(R \phi(L)) X_{t}+(A R)^{-1}(R \Phi(L))\binom{y_{t}}{o_{t}}+\binom{v_{y, t}}{v_{o, t}} \tag{5}
\end{equation*}
$$

The moments from equation (4) and (5) are identical-and therefore, because there are no constraints on $R$ other than positive definite, there exists a continuum of solutions for $A$ that are consistent with the reduced form moments.

Notice that if we know-for example-that one coefficient of $\phi(L)$ is zero for some lag and some exogenous variable $x$, then pre-multiplying $\phi(L)$ for an arbitrary matrix $R$ will violate the restriction. Therefore, if we know that one variable is not included in one of the equations, we can identify the system. This is exactly the intuition of exclusion restrictions-which in this case will imply that that variable can be used as an instrument.

One interesting aspect of the reduced form model is that $A^{-1} \phi(L)$ and $A^{-1} \Phi(L)$ are consistently estimated by using OLS. In other words, if we were to know what the matrix $A$ is, then recovering all the coefficients of the structural model (3) would be trivial. In other words, the challenging problem is the estimation of matrix $A$. Notice that from equation (4) the reduced form residuals have the exact same properties as the endogenous variables. Hence, the easiest procedure is to use a two step estimator: First, it is possible to estimate the reduced form model (4) - which is similar to estimating a reduced form VAR - and recover their residuals. Second, those residuals can be used, then, to estimate the contemporaneous matrix $A$.

## III. Results

We employ standard growth regression variables in a panel of 8 periods of 5 years each, spanning from 1961-65 to 1996-2000, and about 100 countries. The description of the variables and the corresponding main statistics are presented in the Appendix. In particular, in the IH estimation we use four measure of openness, whose sign is adjusted so that a high value means a more open regime: size of trade (share), a tariff indicator (tarind), import duties (impdutlp), and black market premium (bmp). ${ }^{67}$

We perform some preliminary regressions of growth on the control variables and on openness with standard methodologies, such as fixed effect or difference-GMM, to derive some

[^3]benchmark to assess the importance of properly controlling for endogeneity (the results are presented in the Appendix). The first method addresses the omitted variable bias by adding country-specific dummies, but cannot control for endogeneity. The second methodology implicitly accounts for fixed effects by estimating the model in first difference, but also attempts to address the endogeneity issue by instrumenting current variables with previous lags (we adopted the option that allows for all lags to be used). However, if variables are serially correlated, which is expected to be the case for openness and growth, lags are not a very good instrument. The results provide a weak evidence for the effect of openness on growth, as only the black market premium indicator is robustly associated with growth.

We now turn to the derivation of the OLS bounds discussed above and then to the implementation of the IH estimation.

## A. Reversed Regression

Before estimating the IH coefficients it is instructive to analyze the bounds of the true coefficients following Leontief's reversed regressions. Controlling for fixed effects as well as the other standard variables, we computed the OLS and reversed OLS regressions for the four measures of openness: Share, Import Duties, Tariff Index, and Black Market Premium. ${ }^{8}$ Remember from Section IIA that these two OLS estimators determine the bounds where either $\alpha$ or $\beta$ belong. Indeed, this will be used in the second step to determine the validity of the identification. The OLS results are shown in Table 1; the results for $\alpha$ are of course identical to those in Table A2a in the Appendix. ${ }^{9}$

Table 1. OLS estimates with fixed effects

| Measure of Openness | $\begin{aligned} & \hline \text { OLS eq. 2a } \\ & \left(\hat{a}_{2 a}\right) \end{aligned}$ |  | $\begin{gathered} \text { OLS eq } 2 \mathrm{~b} \\ \left(\hat{b}_{2 b}\right) \end{gathered}$ |  | Bounds for $\alpha$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Point | T-stat | Point | T-stat | $\hat{a}_{2 a}$ | $1 / \hat{b}_{2 b}$ |
| Share | 0.0178 | 1.97 | 0.4583 | 1.97 | 0.0178 | 2.1822 |
| Tariff Index | 0.0553 | 0.70 | 0.0245 | 0.70 | 0.0553 | 40.8721 |
| Import Duty | -0.0054 | -0.19 | -0.0263 | -0.19 | -0.0054 | -38.0002 |
| Black Market Premium | 0.2116 | 5.39 | 0.3450 | 5.36 | 0.2116 | 2.8987 |

[^4]Notice that the point estimates for the effect of openness on growth $(\alpha)$ are marginally significant on the share variable, highly significant on the black market premium variable, and not significant for the others. Apart for the import duty measure (which is insignificant), they are all positive.

The last two columns of Table 1 show the bounds that the true coefficients have to satisfy. ${ }^{10}$ As an example, let's consider the black market premium measure. The coefficients $\alpha$ or $\beta$ have the same sign. Hence, according to Section IIA, the true coefficient would need to be smaller than the minimum of the two bounds, which in this case is 0.2116 . Hence, if our IH estimator corrects properly for endogeneity, it will need to respect such a condition. The main message of Table 1 is that the bounds are very large, indicating that the endogeneity bias is potentially very large.

## B. IH Estimation: Standard Setup

In this section we present the results from estimating the impact of openness on growth using the OLS estimates and the IH methodology.

The procedure is the following:

1. We estimate equation (4) and recover the residuals from the VAR. As was argued before the residuals share the exact same contemporaneous properties as our variables of interest. Initially, we will not introduce lags of growth and openness, to replicate standard growth specifications. We will subsequently add a dynamic structure to account for serial correlation.
2. We estimate the unconditional covariance matrix for each country and split the data into four groups: high-low variance of openness, and high-low variance of growth, where high and low values are defined with respect to the median. As was argued before we only need two different covariance matrices to solve the problem of identification. By appealing to four covariance matrices we have an overidentified system of equations and we can evaluate the validity of the model. In the robustness section we discuss the implications of the different splits.
3. Given the four covariance matrices we compute the contemporaneous coefficients by GMM, where the moment conditions for each regime are:
[^5]4. $\quad \Omega_{i}=\frac{1}{(1-\alpha \beta)^{2}}\left[\begin{array}{ll}\sigma_{\varepsilon, i}^{2}+\beta^{2} \sigma_{\eta, i}^{2} & \alpha \sigma_{\varepsilon, i}^{2}+\beta \sigma_{\eta, i}^{2} \\ & \alpha^{2} \sigma_{\varepsilon, i}^{2}+\sigma_{\eta, i}^{2}\end{array}\right]$
5. To compute the standard errors we use the optimal weighting matrix for the GMM. We use a two-step estimation to compute the optimal weight. The estimation is as follows: From the sample we compute the covariance matrix from each of the group of countries. This provides 12 moments. These moments have to be explained with 10 parameters: 8 structural shock variances, and the two coefficients of interest. GMM reduces the weighted distance between these theoretical moments and the sample ones.
6. Alternatively, it is possible to specify the GMM by minimizing the identification assumption (that the structural shocks are uncorrelated) in the different regimes.

In Table 2, we present the estimates using the IH methodology. Because the IH methodology can estimate the impact of openness on growth and the impact of growth on openness we present both coefficients: the impact of openness on growth $(\alpha)$ and the impact of growth on the measurement of openness ( $\beta$ ).

Table 2. IH estimates with fixed effects

| Measure of Openness | $\alpha$ |  | $\beta$ |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Point | T-stat | Point | T-stat |
| Share | 0.00396 | 1.12 | 0.47996 | 5.75 |
| Tariff Index | 0.07427 | 1.22 | 0.00997 | 0.38 |
| Import Duty | -0.00083 | -0.05 | -0.08367 | -1.31 |
| Black Market | 0.18119 | 7.12 | 0.13370 | 4.28 |

Let's analyze first the effect of openness on growth $(\alpha)$, which is the focus of the paper. When comparing the IH results (Table 2) and OLS ones (Table 1), we find that-for the measures that were significant in Table 1-the elimination of the endogeneity bias moves the point estimates in the direction which we would have expected. In fact, as discussed in Section IIA, for the share and black market premium measures the IH estimates should be smaller than the OLS estimates. Indeed, this is the case. The intuition lies in the fact that both variables affect each other positively and the OLS estimates capture a compounding of both effects.

Regarding the effect of growth on openness $(\beta)$ for the same two measures, we find a positive and highly significant effect. These results confirm the prior that part of the positive effect of openness on growth found in the literature should actually be ascribed to the reverse causalityi.e., the one that goes from growth to openness.

The next step is to study how robust these results are to changes in the definitions of the regimes. Here, mostly, we have to estimate the coefficients using different splits. Before showing the results it is important to mention that, as it is argued in Rigobon (2003a), the estimates should be consistent to changes in the windows defining the splits. The intuition is the
following: we have said that the system of equations is identified if the true data have heteroskedasticity. In other words, the heteroskedasticity provides additional equations that allow us to solve the problem of identification. Now, misspecifications of the windows (or splits) implies that the covariance matrices estimated in the data are linear combination of the true ones. This is the crucial step-that the mispecified model conforms matrices that are linear combination of the true ones! Hence, if the original system of equations has a solution, then the one from the mispecified splits is a linear combination of the original one. Therefore, the solution is the same as the one from the true system of equations, and there is only a loss in efficiency.

The standard split used in the text assumes that each country belongs to a particular group of variance, where high variance is defined as the variance above median. In a second split, we define high variance as the unconditional moment above the mean variance (this is a very small change in the definition of the windows). In a third split, we look at the different periods of 5 years: we compute the cross-sectional covariance for each 5-year period year and treat each 5 -year window as a separate regime. ${ }^{11}$ The last split is to use 5 -year windows again but now group the window in four distinct groups of high-low variance of each of the two endogenous variables. The results are shown below in Table 3. The first two methods use the different volatilities across countries to create the groups, while the second two methods use the different volatility across time to split the data.

Table 3. IH estimates with fixed effects for different splits

|  | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: |
| Share | 0.003959 | -0.005261 | 0.019170 | 0.018884 |
|  | 1.12 | -1.67 | 5.03 | 4.95 |
| Tariff Index | 0.074269 | 0.053254 | 0.045819 | 0.049875 |
|  | 1.22 | 0.86 | 0.65 | 0.70 |
| Import Duty | -0.000828 | 0.010274 | -0.008037 | -0.003624 |
|  | -0.05 | 0.67 | -0.46 | -0.20 |
| Black Market | 0.181195 | 0.184601 | 0.208993 | 0.210563 |
|  | 7.12 | 7.70 | 7.25 | 7.34 |
| t-stat below coefficients |  |  |  |  |

Table 3 shows the estimates for the effect of the black market premium on growth for the four different splits. As can be seen, the estimates are generally close even though the splits involve very different arrangements of the data. Tariff index and import duty show significant stability of the coefficient across specifications.

[^6]The change in the split made the largest impact on the estimates for the Share variable. For such variable, the first two splits produce insignificant coefficients (although they have opposite signs), while the second two splits produce significant, positive, and similar coefficients. We find that first estimate is not statistically different from the other three (even though some are highly different from zero). However, it is possible to reject the hypothesis that the second coefficient is statistically the same to the third or fourth (at 5 percent confidence). This suggests a rejection of the model when the share variable is used in the estimation.
There are several possible reasons for this rejection when using share, which mainly pertain to specification issues. First, the omission of lags in the endogenous variables (to the extent these lags belong in the specification), which implies that a common shock is unaccounted for. Second, the relative importance of time-series variation versus cross-sectional variation, given that splits 1 and 2 rely mainly on the first variation and splits 3 and 4 on the second one. Other reasons relate to the existence of non-linearities, of a common shock, or of other endogenous variables unaccounted in the specification. We did not find rejections in the other three variables - which signals to us that there is something peculiar with the Share measure that requires further analysis. The next two Sections will further address this issue.

## C. IH Estimation: Accounting for Serial Correlation

As was argued before in the OLS section, there are important serial correlations unaccounted for in the typical growth regression. In this section we evaluate how the estimates change when we include lags in the specification. This is not a standard growth specification but one that we were interested in exploring to be sure that the heteroskedasticity is not the result of an unmodeled lag structure.

Table 4a. OLS estimates with fixed effects for the first split

| Measure of Openness | OLS eq. 2a <br> $\left(\hat{a}_{2 a}\right)$ |  | OLS eq 2b <br> $\left(\hat{b}_{2 b}\right)$ |  | Bounds for $\alpha$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |

In Table 4a, we present the bounds for the case in which we allow fixed effects and lags. As can be seen, the same result as before is found. The implied bounds for the true coefficients are extremely large. For each of the openness measures it goes from less than 0.1 to more than 1.5 . This indicates the severity of the endogeneity problem.

In Table 4 b we present the results comparable to those in Table 2 with the split 1 . The results are similar to those in Table 2, regarding the share and black market premium measure. However, the positive effect of openness as measure by tariff on growth becomes significant
and the relation between import duty and growth becomes positive in both directions-although it remains insignificant.

Table 4b. IH estimates with fixed effects and lags in first step for the first split

| Measure of Openness |  | $\alpha$ |  | $\beta$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Point | T-stat | Point | T-stat |  |
| Share | -0.00041 | -0.10 | 0.65265 | 7.41 |  |
| Tariff Index | 0.18950 | 2.41 | 0.04326 | 1.10 |  |
| Import Duty | 0.02271 | 1.02 | 0.13105 | 1.52 |  |
| Black Market | 0.15881 | 5.59 | 0.13847 | 3.39 |  |

Table 4c reports the results comparable to those in Table 3: the effect of openness on growth, with the four splits. ${ }^{12}$ As before, the results are very similar to those in Table 3 for share (different coefficients under the first two and the second two splits) and black market premium (very significant and positive). However, the coefficients of the tariff and import duty indices are now positive, much closer to significance, and stable.

Table 4c. IH estimates with fixed effects and lags in first step for the four splits

|  | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: |
| Share | -0.000412 | 0.001675 | 0.028462 | 0.028051 |
|  | -0.10 | 0.39 | 5.82 | 5.71 |
| Tariff Index | 0.189496 | 0.152150 | 0.124494 | 0.123501 |
|  | 2.41 | 1.95 | 1.47 | 1.46 |
| Import Duty | 0.022708 | 0.018349 | 0.037903 | 0.038206 |
|  | 1.02 | 0.99 | 1.66 | 1.67 |
| Black Market | 0.158811 | 0.161419 | 0.184482 | 0.184519 |
|  | 5.59 | 6.03 | 6.09 | 6.10 |

## D. IH Estimation: Accounting for Serial Correlation and Cross-Sectional Variation

The previous two subsections show (Tables 3 and 4c) a puzzling result, which appears to be a rejection of the model when using share. The IH coefficients for the effect of share on openness appear to be different when using splits 1 and 2 or splits 3 and 4 , whether lags are present or

[^7]absent in the specification. This puzzling result arises only when using share and not when using any of the other three measures of openness.

Notice that splits 1 and 2 split the data by country characteristics-i.e., countries with large variance in one variance go to some groups, and so on. Under criteria three and four we use time to split the data, either because every 5 -year period is one group (split 3), or because 5-year periods with large variance in one variance go to one group (split 4), and so on. This means that in the splits 3 and 4 , the IH estimation will rely mainly on the time-series heteroskedasticity to estimate the coefficients, while splits 1 and 2 will rely relatively more on cross-country variation.

As the regressions in the previous subsections were based on fixed effect, the main crosssectional variation was automatically eliminated. This could imply that splits 1 and 2 with fixed effects would not allow the IH estimator to correct properly for endogeneity when the main source of variation is cross-sectional. It turns out that share, or the first-stage residuals for share (when not controlling for fixed effect), have much larger cross-sectional variation than timeseries variation. This could explain why the problem of different coefficients for the splits 1 and 2 versus 3 and 4 was so pronounced with share. Splits 1 and 2 were unreliable for share as they could not pick its main source of variation, and heteroskedasticity is essential for the IH correction of endogeneity.

In order to avoid this problem, in this section we estimate the model using random effects. As the previous subsection has shown the importance of allowing for lags, we retain them in the specification. In Tables 5a and $5 b$ we reproduce the OLS bounds and point estimates for the random effects case. As can be seen, the bounds continue to be extremely large. In Table 5 c we present the results for all the different splits. Notice that, in comparison to the previous cases, now all variables, including share, have very stable coefficients. Openness as measured by share and black market premium have a positive and significant coefficient, even though the coefficients are smaller than the OLS estimates presented in Table 5a. Also observe that the tariff index and import duty have positive coefficients, although not significant and they are reasonably close to the results from Table 4c.

Table 5a. OLS estimates with lags and random effects for the first split

| Measure of Openness | OLS eq. 2a <br> $\left(\hat{a}_{2 a}\right)$ |  | OLS eq 2b <br> $\left(\hat{b}_{2 b}\right)$ |  | Bounds for $\alpha$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |

Table 5b. IH estimates with lags and random effects for the first split

| Measure of Openness | $\alpha$ |  | $\beta$ |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Point | T-stat | Point | T-stat |
| Share | 0.02706 | 6.83 | 0.82453 | 10.22 |
| Tariff Index | 0.13322 | 1.65 | 0.04807 | 1.64 |
| Import Duty | 0.01761 | 1.01 | 0.05726 | 0.87 |
| Black Market | 0.12945 | 4.75 | 0.07880 | 2.19 |

Table 5c. IH estimates with lags and random effects for the four splits

|  | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: |
| Share | 0.027060 | 0.027568 | 0.038623 | 0.039829 |
|  | 6.83 | 6.88 | 9.34 | 9.61 |
| Tariff Index | 0.133220 | 0.118651 | 0.081517 | 0.096128 |
|  | 1.65 | 1.48 | 1.00 | 1.18 |
| Import Duty | 0.017613 | -0.001302 | 0.023872 | 0.023151 |
|  | 1.01 | -0.07 | 1.24 | 1.19 |
| Black Market | 0.129449 | 0.124598 | 0.129961 | 0.126375 |
|  | 4.75 | 4.61 | 4.34 | 4.24 |

In summary, we find that the cross-sectional variation is crucial in understanding the effect of share on growth. However, it is important to mention that random effects allow us to use the cross-sectional variation, but may carry an omitted variable bias, as we are not controlling for country-specific effects. Nevertheless, at least we are sure we know that we are properly controlling for endogeneity and we cannot blame reverse causality (i.e., the effect of growth on openness) for the positive and significant result of share on growth.

Hence, Tables 4 c and 5 c should be jointly considered our preferred specifications. On the one hand, they both control for the dynamic structure. On the other hand, Table 4 c properly controls for country-specific effects, while Table 5c ensures that the IH estimation works properly if we allow it to make use of the cross-sectional variation. When reading both Table 4c and 5c, we find that openness, as measured by share, black market premium, and, to a lesser extent, a tariff index, has a positive and significant effect on growth. Finally, and equally important, our estimates in Tables 4 c and 5 c are smaller (or not significantly larger) than those from simple OLS presented in Tables 4a and 5a, respecting the bounds conditions identified in Section IIA. This is exactly the direction we would have expected if endogeneity is a problem in the data.

## IV. Conclusions

Academics and policymakers have devoted enormous energy to the question of whether openness is good for growth. Most of the evidence is based either on case studies or on
regression analysis. We have learned a great deal in the last decades by studying both-but the question is still open. The main inconveniences are that case studies are always hard to replicate and are affected heavily by country idiosyncrasies, while regression analysis is plagued with endogeneity issues.

It should be clear, now, that instruments to solve the problem of simultaneous equations have been impossible to find in this case. Most of the literature moved toward proxies of opennesssuch as black market premium - as alternatives, with the unfortunate problem of finding variables that might be correlated with other inefficiencies not necessarily related to the degree of openness. The problem does not seem to have a solution within the standard econometric methodologies. Furthermore, the best available instrument, distance, used by Frankel and Romer (1999), cannot account for the time series variation of the openness variables and should also enter the growth equation directly because it can proxy for quality of institutions, etc. Hence, even the best instrument for openness available in the literature has several limitations.

In this paper we tackle the same question, using similar data, but resorting to a different procedure: identification through heteroskedasticity. This procedure uses instrumental variables that move the variances instead of the means. In the data, it is the case that the variation on second moments is richer than the variation on means, thus providing scope for using heteroskedasticity to estimate the contemporaneous relationships.

We find that most measures of openness would have a positive effect on growth, even when controlling for the effect from growth to openness. Furthermore, we also show that our estimates are smaller than the OLS estimates - exactly what we would have expected if endogeneity is an issue in the data.

Our results are robust to several specifications when openness is measured by trade over GDP and extremely robust when openness is measured by black market premium. However, as pointed out already by Rodriguez and Rodrik (2000) and Baldwin (2003), among others, black market premium is capturing not only openness but also reflects many other economic and policy distortions. Hence, the focus on the trade aspect of openness may be overstated. In other words, the extreme robustness of black market premium may suggest that it is openness in a broad sense-as part of the overall economic, policy, and institutional environment-that is conducive to growth. ${ }^{13}$

We estimated a very simple model in which other variables-notably all those which are typically available on a cross-section basis-have been excluded. Primarily, we have not

[^8]included the quality of institutions in the estimation (Rigobon and Rodrik (2004) study this broader case) which could still potentially explain the positive correlation between openness and growth. Furthermore, we have treated some of the control variables as exogenous when some of them could perhaps be considered endogenous. Future research should extend the current methodology to include those aspects.

From the methodological point of view, this paper shows, once again, that the variation that exists in the data can be used to solve identification issues affected by endogeneity. It can therefore be used to investigate other unanswered questions in the growth literature, especially those related to the impact of policies, as these are likely to be dependent on the level of development and growth of a country. These questions are not only extremely important from the theoretical point of view, but they are crucial policy issues that need our attention.

## Appendix

We mainly employ the dataset used recently by Vamvakidis (2002) and we complement it with two measures on trade openness from the Economic Freedom Network. The panel encompasses 8 periods of 5 years each, spanning from 1961-65 to 1996-2000, and about 100 countries. The main statistics of all variables are presented in Table A1.

Growth is measured by real GDP growth per capita (ypcg). The set of control variables encompasses initial real GDP per capita (ypc0), the ratio of investment to GDP (iy), the level of inflation (infl), the ratio of M2 to GDP (m2), the growth rate of population (popg), the natural logarithm of the level of education (Ledu, note that in the Table A1 the variable is presented in levels) and the age dependency ratio, i.e., the ratio of dependents to working-age population (age).

We have five openness measures: the ratio of the sum of imports and exports to GDP (share), import duties as a percentage of imports (impdutlp), the average years of openness indicated by the Sachs and Warner index (swyo), the difference between official exchange rate and black market rate (bmp) and a tariff indicator which is the average of revenue from taxes on international trade as a percentage of exports plus imports, the mean tariff rate, and the standard deviation of the tariff rates (tarind). The last two measures are from the Economic Freedom Network dataset. All openness measures are adjusted so that a high value means a more open regime.

The Appendix also reports the results that are obtained by regressing growth on the control variables and on openness, using standard methodologies such as fixed effects and difference GMM (Tables A2a and A2b). ${ }^{14}$ The results provide a weak evidence for the effect of openness on growth. Only the black market premium indicator is robustly associated with growth (a positive coefficient represent negative effect of the premium on growth), while the Sachs and Warner indicator is significant only in the fixed effect estimation. Note that the Sachs and Warner index is highly dominated by its black market premium component, and is therefore likely to capture the same effect.
${ }^{14}$ We run the difference-GMM with the one step robust estimator (the one step is preferred for inference on the coefficients). The tests reject the null of no first order autocorrelation, but do not reject the null of no second order autocorrelation (in the presence of second order autocorrelation the estimates would be biased). The robust option does not deliver the Sargan test for the overidentifying restrictions. When we run the one step homoskedastic estimator, the Sargan test often rejects the null hypothesis that the overidentifying restrictions are valid. However, when we run the difference-GMM with the two step estimator (which would partially account for heteroskedasticity but is not reliable for inference on coefficients) or with lags (which would account for serial correlation but is not standard in growth literature), the Sargan test accepts the null hypothesis that the overidentifying restrictions are valid. We do not report such additional results, as heteroskedasticity and-to a smaller extent -serial correlation are discussed carefully in the paper.

Table A1. Descriptive Statistics

| Variable | Obs | Mean | Std. Dev. | Min | Max |
| :--- | ---: | ---: | ---: | ---: | ---: |
| ypcg | 779 | 2.03 | 2.94 | -8.49 | 13.55 |
| ypc0 | 762 | 7.51 | 1.57 | 4.58 | 10.74 |
| iy | 730 | 21.64 | 7.12 | 3.58 | 52.43 |
| infl | 696 | 34.50 | 203.73 | -3.01 | 3357.61 |
| m2 | 658 | 33.55 | 25.14 | 2.45 | 180.27 |
| popg | 808 | 1.93 | 1.12 | -0.77 | 6.25 |
| edu | 767 | 44.00 | 32.70 | 1.00 | 147.83 |
| age | 801 | 0.77 | 0.18 | 0.37 | 1.21 |
| share | 752 | 64.36 | 44.32 | 5.71 | 393.75 |
| bmp | 555 | 7.50 | 3.48 | 0.00 | 10.00 |
| tarind | 521 | 5.83 | 2.59 | 0.00 | 10.00 |
| swyo | 736 | 0.42 | 0.48 | 0.00 | 1.00 |
| impdut1p | 439 | -10.71 | 8.53 | -47.90 | 0.00 |

Table A2a. Growth Regressions - OLS - Fixed Effects

| share | $\begin{aligned} & 0.0178 \\ & (1.64) \end{aligned}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| tarind |  | $\begin{aligned} & 0.0553 \\ & (0.62) \end{aligned}$ |  |  |  |
| swyo |  |  | $\begin{aligned} & 0.8113 \\ & (2.02)^{* *} \end{aligned}$ |  |  |
| impdut 1 p |  |  |  | $\begin{aligned} & -0.0054 \\ & (0.18) \end{aligned}$ |  |
| bmp |  |  |  |  | $\begin{aligned} & 0.2116 \\ & (5.36)^{* * *} \end{aligned}$ |
| ypc0 | $\begin{aligned} & -3.9256 \\ & (6.62)^{* * *} \end{aligned}$ | $\begin{aligned} & -5.9618 \\ & (7.38)^{* * *} \end{aligned}$ | $\begin{aligned} & -4.2697 \\ & (6.94)^{* * *} \end{aligned}$ | $\begin{aligned} & -5.7131 \\ & (6.54)^{* * *} \end{aligned}$ | $\begin{aligned} & -5.5037 \\ & (7.33)^{* * *} \end{aligned}$ |
| iy | $\begin{aligned} & 0.1639 \\ & (5.86)^{* * *} \end{aligned}$ | $\begin{aligned} & 0.1674 \\ & (5.56)^{* * *} \end{aligned}$ | $\begin{aligned} & 0.2032 \\ & (7.72)^{* * *} \end{aligned}$ | $\begin{aligned} & 0.2216 \\ & (6.18)^{* * *} \end{aligned}$ | $\begin{aligned} & 0.1669 \\ & (5.74)^{* * *} \end{aligned}$ |
| infl | $\begin{aligned} & -0.0011 \\ & (2.26)^{* *} \end{aligned}$ | $\begin{aligned} & -0.0013 \\ & (2.80)^{* * *} \end{aligned}$ | $\begin{aligned} & -0.0012 \\ & (2.67)^{* * *} \end{aligned}$ | $\begin{aligned} & -0.0012 \\ & (2.99)^{* * *} \end{aligned}$ | $\begin{aligned} & -0.0011 \\ & (2.68)^{* * *} \end{aligned}$ |
| m2 | $\begin{aligned} & -0.0129 \\ & (0.74) \end{aligned}$ | $\begin{aligned} & 0.0199 \\ & (1.18) \end{aligned}$ | $\begin{aligned} & 0.0104 \\ & (0.70) \end{aligned}$ | $\begin{aligned} & 0.0284 \\ & (1.73)^{*} \end{aligned}$ | $\begin{aligned} & 0.0236 \\ & (1.48) \end{aligned}$ |
| popg | $\begin{aligned} & -0.0755 \\ & (0.19) \end{aligned}$ | $\begin{aligned} & 0.0685 \\ & (0.17) \end{aligned}$ | $\begin{aligned} & -0.2970 \\ & (0.91) \end{aligned}$ | $\begin{aligned} & -0.7784 \\ & (1.77)^{*} \end{aligned}$ | $\begin{aligned} & 0.0849 \\ & (0.24) \end{aligned}$ |
| Ledu | $\begin{aligned} & -0.9522 \\ & (2.92)^{* * *} \end{aligned}$ | $\begin{aligned} & -1.6403 \\ & (2.01)^{* *} \end{aligned}$ | $\begin{aligned} & -1.0918 \\ & (3.05)^{* * *} \end{aligned}$ | $\begin{aligned} & -0.1224 \\ & (0.15) \end{aligned}$ | $\begin{aligned} & -1.8478 \\ & (2.91)^{* * *} \end{aligned}$ |
| age | $\begin{aligned} & -5.7065 \\ & (2.96)^{* * *} \end{aligned}$ | $\begin{aligned} & -8.9837 \\ & (3.28)^{* * *} \end{aligned}$ | $\begin{aligned} & -3.9850 \\ & (2.12)^{* *} \end{aligned}$ | $\begin{aligned} & -3.2989 \\ & (1.24) \end{aligned}$ | $\begin{aligned} & -6.6932 \\ & (3.11)^{* * *} \end{aligned}$ |
| Constant | $\begin{aligned} & 45.9811 \\ & (7.99)^{* *} \end{aligned}$ | $\begin{aligned} & 68.8750 \\ & (7.72)^{* * *} \end{aligned}$ | $\begin{aligned} & 46.6285 \\ & (7.80)^{* * *} \end{aligned}$ | $\begin{aligned} & 56.2517 \\ & (6.32)^{* * *} \end{aligned}$ | $\begin{aligned} & 62.1187 \\ & (7.85)^{* * *} \end{aligned}$ |
| Observations | 476 | 362 | 445 | 265 | 370 |
| R-squared | 0.52 | 0.59 | 0.54 | 0.56 | 0.60 |

Notes: Robust $t$ statistics in parentheses

* significant at $10 \% ;{ }^{* *}$ significant at $5 \% ;{ }^{* * *}$ significant at $1 \%$

Table A2b. Growth Regressions - difference-GMM

| LD.ypcgmm5 | 0.6192 | 0.5843 | 0.6153 | 0.4976 | 0.6130 |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | $(9.58)^{* * *}$ | $(8.69)^{* * *}$ | $(8.26)^{* * *}$ | $(5.70)^{* * *}$ | $(9.08)^{* * *}$ |
| D.share | 0.0386 |  |  |  |  |
|  | $(1.54)$ |  |  |  |  |
| D.tarind |  | 0.117 |  |  |  |
|  |  | $(0.89)$ |  |  |  |
| D.swyo |  |  | $(1.28)$ |  |  |
|  |  |  |  | 0.0137 |  |
| D.impdut1p |  |  |  | $(0.34)$ |  |
|  |  |  |  |  | 0.1448 |
| D.bmp |  |  |  |  | $(2.77)^{* * *}$ |
|  |  |  |  |  |  |
| D.iy | 0.1143 | 0.1836 | 0.1777 | 0.2396 | 0.1484 |
|  | $(2.76)^{* * *}$ | $(3.92)^{* * *}$ | $(4.71)^{* * *}$ | $(4.11)^{* * *}$ | $(3.50)^{* * *}$ |
| D.infl | -0.0014 | -0.0005 | -0.0009 | -0.0015 | -0.0009 |
|  | $(1.79)^{*}$ | $(0.55)$ | $(1.22)$ | $(1.95)^{*}$ | $(1.32)$ |
| D.m2 | -0.0092 | 0.0394 | 0.0488 | 0.0350 | 0.0410 |
|  | $(0.24)$ | $(0.96)$ | $(1.26)$ | $(1.23)$ | $(1.06)$ |
| D.popg | -0.3421 | -0.3495 | -0.3362 | -1.2418 | -0.0733 |
|  | $(0.95)$ | $(0.70)$ | $(1.07)$ | $(2.76)^{* * *}$ | $(0.18)$ |
| D.Ledu | -3.2490 | -3.7085 | -2.8249 | -1.9806 | -2.6286 |
|  | $(4.31)^{* * *}$ | $(3.62)^{* * *}$ | $(3.94)^{* * *}$ | $(2.37)^{* *}$ | $(3.42)^{* * *}$ |
| D.age | -5.6697 | -6.4731 | -8.1916 | -1.6137 | -8.0952 |
|  | $(1.60)$ | $(1.38)$ | $(2.11)^{* *}$ | $(0.38)$ | $(2.06)^{* *}$ |
| Constant | 0.6563 | 0.6483 | 0.3080 | 0.7743 | 0.3398 |
| Observations | 312 | 240 | 291 | 174 | 249 |
| Number of |  |  |  |  |  |
| NO | 70 | 67 | 65 | 51 | 66 |

Notes: Robust $z$ statistics in parentheses

* significant at $10 \%$; ** significant at $5 \%$; *** significant at $1 \%$
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[^0]:    ${ }^{1}$ The authors are grateful to Athanasios Vamvakidis for kindly sharing his dataset. They also thank Raphael Bergoeing, Sebastian Edwards, Alejandro Mico, Andrea Repetto, and seminar participants at IASE in Santiago de Chile, and the World Bank, for very useful discussions and comments.

[^1]:    ${ }^{2}$ See Fisher (1976).
    ${ }^{3}$ Other theoretical derivations can be found in Sentana (1992), Sentana and Fiorentini (2001).
    ${ }^{4}$ Applications where the heteroskedasticity is modeled as a GARCH process are Caporale, et. al. (2002a), Rigobon (2002a), Rigobon and Sack (2003a). Applications where the heteroskedasticity is described by regimes shifts are Rigobon (2002b, 2003b), Rigobon and Sack (2003b), Caporale et. al. (2002b). Applications to event study estimation are developed by Rigobon and Sack (2004) and Evans and Lyons (2003). Finally, several applications to panel data can be found in the literature. Hogan and Rigobon (2003) apply the method to a very large panel data to estimate the returns to education. Rigobon and Rodrik (2004) study instead the impact of institutions on income, and how the different types of institutions are affected by income levels and the degree of openness of the country. Klein and Vella (2003) also use heteroskedasticity to estimate the returns to education. Broda and Weinstein (2004) use the inequality constraints together with the heteroskedasticity to estimate the elasticities of substitution in models of trade to evaluate the gains from variety. Pattillo, Poirson, and Ricci (2003) use the IH method to identify the impact of external debt on growth. Hviding, Nowak, and Ricci (2004) investigate the impact of official reserves on exchange rate volatility.

[^2]:    ${ }^{5} \mathrm{We}$ abstract here from the case where $\alpha^{*} \beta>1$, i.e., when both the observable variables (y and $o$ ) as well as the residuals of $2 a$ ) and $2 b$ ) have infinite variance. This case is not very common and might arise in the presence of misspecification due to the omission of variables that are necessary to achieve cointegration.

[^3]:    ${ }^{6}$ Vamvakidis (2002) included the black market premium among the control variables, rather than as a measure of openness. We regressions we present do not include black market premium in the list of control variables, as in several studies it has been used as a proxy for openness. Introducing it as a control variables in all the regression does not alter the thrust of the results.
    ${ }^{7}$ Edwards $(1992,1998)$ argues that the relation between openness and growth should be analyzed with as many measures of openness as possible and he uses nine of them. However, several such measures are unemployable in our setup as they are mainly available as a crosssection.

[^4]:    ${ }^{8}$ The Sachs and Warner measure could not be employed because of the peculiar heteroskedasticity pattern that it would involve: high difference of variance across groups and minimal difference within groups.
    ${ }^{9}$ Given the presence of strong serial correlation, we run the regression also with lags (even though the literature on growth has generally not included lags). The thrust of the results is unchanged.

[^5]:    ${ }^{10}$ Remember that each estimate has a confidence interval, which is not taken into account in the last two columns of Table 3, but would need to be taken into account to derive a precise bound. In our particular case, the estimates have the same sign. Hence, the precise bound would be higher-in absolute terms - than what is reported in the last two columns of Table 3 by the corresponding confidence interval at the desired significance level.

[^6]:    ${ }^{11}$ This corresponds to the methodology employed by Pattillo, Poirson, and Ricci (2003), with a program kindly provided by Rigobon.

[^7]:    ${ }^{12}$ We estimated the model also using different normalizations and weighting matrices for the Generalized Method of Moments (GMM). The message from those specifications is almost identical to the one shown here (except, obviously, for the point estimates that change with each normalization). Those estimations are not shown in this paper and are available from the authors upon request.

[^8]:    ${ }^{13}$ Baldwin (2003) suggests that: "One can interpret openness in narrow terms to include only import and export taxes or subsidies as well as explicit nontariff distortions of trade or in varying degrees of broadness to cover such matters as exchange-rate policies, domestic taxes and subsidies, competition and other regulatory policies, education policies, the nature of the legal system, the form of government, and the general nature of institutions and culture."

