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Chile: Basic Data

I. Social and Demographic Indicators

Area (thousand sq. km.) 756.1 GDP {2001) Ch3 billion 42,192
U3$ billion 66.4
Population GDP per capita (US$), 2001 4,309
otal 2000 (est., million) 152
Urban population (in percent of total) 83,6 Health
Density {per sq. km) 201 Population per physician {1998) 240
Annual rate of growth, 1996-2000 (percent per year) 14 Population per hospital bed (1998) 434
Population characteristics (1998)
Life expectancy at birth (vears) 752 Access to electricity {1996)
Crude birth rate (per thousand) 17.5 Percent of dwellings
Crude death rate (per thousand) 5.5 Urben 99.4
Infant mortality rate (per thousand live births) 10.3 Rural 74.8
Mortality rate between ages 1 and 4 (per thousand) 0.5
Access to safe water
Income distribution (2000) Percent of population (1993} 91
Percent of total income recejved: Urban 99
By richest 10 percent of households 41.0 Rural 47
By poorest 20 percent of households 37
Gint coefficient 0.36 Education
Aduit literacy rate (1998) 95.4
Distribution of labor force, in percent of total (2000) Enrollment rates, percent of the age group
Agriculture and fishing 13.8 Primary education (1998) 98.3
Mining 1.4 Secondary education (1998) 86.9
Industry 14.4 Tertiary education {1957) 338
Construction 7.2
Services and Trade 62.6
II. Economic Indicators, 1997-2001
Prel.
1997 1998 1999 2000 2001
{In percent of GDP)
Origin of GDP
Agriculture, forestry, and fishing 5.3 53 53 54 5.6
Mining and quarrying 7.0 7.3 8.2 8.3 8.4
Manufacturing 17.2 16.3 16.2 16.2 15.7
Construction 83 9.2 R.3 8.0 81
Comrmerce 11.2 113 10.8 10.7 10.7
Transport, storage, communications 6.7 6.9 7.0 7.3 7.5
Other 433 43.8 44.1 44.2 44.1
(Annval percent changes, unless otherwise indicated)
National accounts and prices
Real GDP 6.6 32 -1.0 4.4 2.8
Real GDP per capita 5.1 1.8 -2.3 3l 1.5
GDP deflator 4.3 1.9 27 42 1.5
Consumer price index (pericd average) 6.1 51 33 38 36
Consumer price index (end of peried) 6.0 4.7 23 4.5 2.6
Unemployment rate (in percent) 6.1 6.2 9.7 9.2 9.1
{Ratios to GDP)
Gross domestic investment 27.7 26.9 21.3 225 20.7
Of which: public investment 4.8 4.8 4.0 33 3.7
(ross national savings 233 218 20.9 211 18.8
External savings 4.4 5.1 0.4 1.4 1.9
Private consumption 63.3 64.9 64.4 63.8 64.5
Public consumption 11.1 115 12.3 12.3 12.7
Central government finances
Total revenues 21.7 21.1 204 216 22.6
Total expenditures 19.8 212 226 225 233
Of which: interest 0.4 0.8 0.3 G5 Q.3
Savings 52 34 1.5 2.4 2.3
Primary balance 2.3 0.6 -1.9 -0.5 -04
Overall balance 1.9 0.1 22 -0.9 -3.9
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Chile: Basic Data

Prel.
1997 1998 1999 2000 2001
(12-month percentage changes, unless otherwise indicated)
Monev and credit
Liabilities to private sector 16.3 9.7 157 9.5 10.1
OFf which:
Narrow money (M1A) 16.6 5.5 204 79 8.1
Broad money (M3) 13.0 8.5 51 31 5.4
Net domestic assets of financial system 1/ 0.5 13.0 7.0 10.8 12.5
Of which:
Credit to nenfinancial public sector (net) 2.0 2.1 2.6 1.5 1.4
Credit to private sector 11.7 4.1 2.0 6.5 48
Liabilities to the private sector, in percent of GDP 84.6 883 100.8 101.9 108.3
Three-moenth interest rate (in percent) 13.4 16.4 10.7 i0.8 12
(In billions of U.S. dollars, unless otherwise indicated)
Balance of pavments '
Current account -3.7 4.0 -0.3 -i.1 -1.2
Merchandise trade balance -1.4 -2.0 1.5 22 2.1
Exports {.0.b.) 17.9 16.4 17.2 182 18.5
Imports (f0.b.} -193 -18.4 -14.7 -17.1 -16.4
Services and transfers (net) -2.3 -2.0 2.7 -3.2 -3.3
Of which. interest -14 -1.5 -1.5 -1.9 -1.7
Capital and firancial account 7.4 33 -0.8 12 0.7
Foreign direct investment 3.4 2.2 4.4 -1.1 1.0
Portfolic investment 2.4 0.8 0.1 -3.3 -0.2
Other capital {net) 1.6 1.9 -5.3 2.6 ~0.1
Errors and omissions -0.5 -1.3 0.4 0.1 0.1
Overall balance 32 -2.1 -0.7 02 0.4
Exports (in percent of GDP) 27.1 263 29.3 317 34.7
Impeorts (in percent of GDP) 292 29.6 274 303 32.7
Current account (in percent of GIP) -4.4 =51 0.4 -1.4 -1.9
Merchandise exports (in USS$, annual percentage change) 7.3 -8.7 5.1 11.9 -3.8
Merchandise imports (in US3$, annual percentage change) 9.0 -4.8 -19.8 16.0 4.0
Terms of trade (annual percentage change) 1.9 -4.7 5.7 5.5 -7.6
Real effective exchange rate (12-month percentage change) 6.8 -6.1 -6.2 25 -9.3
International reserve position and
external debt (as of December 31)
Gross official reserves 17.8 16.0 14.7 14.7 14.2
(in months of imports of goods) il.1 10.5 120 10.3 104
Net official reserves 178 16.0 14.7 147 14.2
Net reserves of the banking system 04 0.9 39 25 2.9
Cutstanding external debt, in percent of GDP 2/ 323 40.0 46.8 492 56.9
Public 6.2 7.2 8.0 7.4 8.7
Private 26.2 323 388 41.8 482
Total debt service ratio (in percent of exports) 19.9 19.4 235 249 264
Of which. interest 6.5 7.5 7.2 8.2 7.8
Gross reserves/short-term debt (in percent) 2/ 450.4 383.2 367.8 230.2 220.2
IMF data (as of May 31, 2002)
Membership status: Article VIO
Quota 856.1
Fund holdings of Chilean pasos 3745
(as percent of q}l}l;ta) 67.1
Qutstanding purchases and loans None
SDR Department
Net cumulative allocation 1219
Holdings 244

Sources: Chiiean authorities, World Bank; IMF; and Fund staff estimates.

1/ Changes as percent of labilities to the private sector at beginning of period. Flows based on end-of-period exchange rates.
2/ Excludes short-term trade credit.



I. OVERVIEW

1. This paper presents four studies on selected issues of the Chilean economy. Chapter Il
examines a number of potential factors that may have influenced the short-run behavior of
the exchange rate between the Chilean peso and the U.S. dollar during the period of floating
exchange rate, including the possible impact of developments in Argentina during 2001.
Noting the consensus that the prices for Chile’s copper exports will eventually recover from
current, historically low levels, Chapter I1I investigates whether copper’s price can be
successfully forecasted over medium-term horizons, emphasizing the properties of copper
prices most relevant in the Chilean context, including for fiscal policymaking. Chapters IV
and V provide a snapshot of the Chilean banking and corporate sectors, respectively, and
highlight information on their strength by looking at key indicators.

2. Motivated by the large depreciation of the Chilean peso during most of 2001, and the
high exchange rate volatility in the third quarter of the year, the chapter “The Short-Run
Behavior of the Peso/Dollar Spot Rate Under the Free Floating Regime: Is there an
Argentine Factor? Is there Evidence of Shift-Contagion?” analyzes the daily movements
in the peso exchange rate during 2 % years of Chile’s floating exchange rate regime. The
analysis is multivariate, controlling for a wide range of potential explanatory factors. The
chapter also discusses the possibility of contagion from Argentina during 2001. In particular,
it focuses on shift-contagion: whether the existing fundamental linkage between Chile’s
exchange rate and Argentina sovereign risk suddenly and temporarily changed in 2001.

3 The study finds that developments in Argentina have influenced Chile’s exchange
rate during 2001, but that this effect was smaller than suggested by simple bivariate
correlations. During the sample period, the most important factor among those considered
turns out to be Brazil’s exchange rate followed by Brazil's sovereign risk. Although the
possible causal relationships are difficylt to disentangle, the evidence is consistent with the
idea that some of the effect of Argentina on Chile might have operated indirectly, through
effects on Brazil. The chapter also finds evidence of shift-contagion, which began in July
2001, intensified in August, and had vanished by end-2001. The market interest rate
differential is found to have influenced the exchange rate in the expected direction, but the
effect of copper prices on the exchange rate is unclear.

4. The considerable volatility of the price of copper is a matter of special relevance for
Chile, where copper accounts for more than a third of exports and profits from a state-owned
Copper company are an important part of government revenue. Furthermore, the government
has in place a new target for the structural fiscal balance that includes an adjustment for
copper price fluctuations. Since copper prices recently have been very low—Dby historical
standards—it is important to ask whether a substantial price recovery is likely. The chapter
“Forecasting Copper Prices in the Chilean Context” finds that it is possible to forecast
medium- and long-term copper price movements with some success, even using simple
models based only on the past history of copper prices. Comparison of the out-of-sample
forecasting performance of several models, along with other evidence, suggests that the price
of copper is indeed subject to temporary—though rather long-lived—shocks.



5. Chapter III interprets the evidence as being consistent with the basic logic of Chile’s
new fiscal policy regime, but cautions that there will remain considerable uncertainty over
the level to which copper prices may be converging, as well as how long a given temporary
price shock will last. To put this uncertainty in quantitative perspective, the chapter presents
a set of simulations, illustrating implications of various scenarios for Chilean fiscal policy.
The chapter also analyzes prices from the copper futures market, demonstrating that these
have predictive power, and presenting a methodology through which available 2 1/4 year
futures prices might be used to infer market expectations over longer horizons.

6. In light of both the deceleration of growth and the external shocks faced by Chile
during the last few years, the staff took a closer look at the Chilean banking system.

Chapter IV, entitled “Chile’s Banking System Soundness,” reports prudential, profitability,
and efficiency indicators as well as the results of stress tests conducted by staff in late 2001.

7. Chapter IV finds that bank capitalization continues to be adequate and the proportion
of the system’s loans that are overdue has remained stable at low levels. Net after-tax income
also improved during the year, reflecting gains in net interest inflows, reduced requirements
for constituting loan-loss provisions, and continued increases in efficiency. The stress tests
{which used the August 2001 balance sheets as a base) computed for each bank the net losses
resulting from shocks to interest rates, to the exchange rate, and to loan quality. After cach
shock, the Base! ratio for each bank was re-calculated. It was found that in most cases, the
majority of the banks continued to meet the minimum capital requirement established in the
Basel Accord. The chapter also reports the long-term foreign and local currency credit ratings
by domestic and international ratings agencies. The ratings present a picture of a stable
banking system with the four largest banks displaying some of the highest ratings.

8. Chapter V, entitled “A Note on the Corporate Sector’s Potential Vulnerability,”
provides a brief overview of Chile’s corporate sector’s structural characteristics and seeks to
identify potential vulnerabilities by looking at the evolution of balance sheet and cash-flow
indicators that have been useful to predict financial distress in other countries. These
indicators include measures of interest cover, leverage, liquidity , and profitability. The
chapter also examines the corporate sector’s foreign exchange exposure.

9. The results suggest that the financial position of Chile’s corporate sector is sound
overall, with no evident sign of vulnerability and limited exposure to foreign exchange risk.
The time profile of some of the indicators considered also suggests that this position was
cven stronger in the mid-1990s, except for the foreign exchange exposure, which appears to
have decreased in recent years. The chapter also explains some of the limitations of the
analysis, and calls for further work on these issues.



II. THE SHORT-RUN BEHAVIOR OF THE PESO/DOLLAR SPOT RATE UNDER THE FREE
FLOATING REGIME: IS THERE AN “ARGENTINE” FACTOR? IS THERE EVIDENCE OF “SHIFT-
CONTAGION” FROM ARGENTINA? !

A. Introduction

10.  Several factors appear associated with the sharp depreciation of the Chilean peso vis-
a-vis the US dollar in 2001 (Figure 1), and there is no consensus on which were the main
driving forces, More generally, the Chilean exchange rate regime changed in September
1999, with the introduction of a free float in the context of an inflation targeting framework,
and little empirical analysis of the behavior of the peso/dollar rate has been conducted thus
far because of the short sample period.

11. Nonetheless, there is some agreement among market analysts as well as policy-
makers about the presence of “contagion” from Argentina in 2001, broadly defined as an
unusuall;’ strong influence on the Chilean foreign exchange market of developments in that
country.” Evidence of increased correlation between measures of the Argentine country risk
and the peso/dollar spot rate seems to support the view that developments in Argentina had
an important influence on the nominal exchange rate in 2001 {Figure 2, first panel).” But this

! Prepared by Alessandro Rebucci (PDR). This paper draws on past and current joint work
with Matteo Ciccarelli (University of Alicante, Spain), and builds upon previous work by
Steven Phillips and Andrew Swiston on this topic. The author would like to thank

Matteo Ciccarelli, Marco Espinosa, Sau! Lizondo, Jens Nystedt, Steven Phillips,

Mauricio Villafuerte, and Jeronimo Zettelmeyer for numerous comments and discussions,
and Jin Hur, Rich Kelly, and Andrew Swiston for excellent research assistance. The author is
particularly grateful to discussants (Rodrigo Fuentes and Pablo Garcia) and seminar
participants at the Banco Central de Chile for their insightful comments. The views expressed
in this paper are those of the author and do not necessarily represent those of the IMF or IMF
policy. Remaining errors are mine. E-mail: Arebucci@imf.org.

? A notable exception are Morande and Tapia (2002), who analyze the impact of
developments in Argentina on the Chilean foreign exchange market in addition to several
other exchange rate policy issues under the new regime.

? The word “contagion” is often used to describe the transmission of shocks or crises across
markets or countries through a diverse set of channels. Here, the term is explicitly used in a
broad sense to encompass its most commonly understood meanings. A specific definition of
contagion is adopted later on in the paper.

* The Chilean central bank reports comparable evidence in its January 2002 Monetary Policy
Report (Table I1.11), based on adjusted correlations as suggested by Rigobon (2001). Several
private sector analysts advanced explanations based on evidence similar to that reported in
Figures 1 and 2 in the second half of 2001.
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measure of contagion does not control for other potential explanatory factors. By omitting
other possible explanatory factors, this type of analysis may lead to erroneously identify the
presence of contagion and, more generally, to overstate the quantitative importance of
developments in Argentina.

12. Under inflation targeting, the nominal exchange rate may be part of the transmission
mechanism of monetary policy, and its fluctuations might have significant balance sheet
effects. Hence, being aware of the factors associated with nominal exchange rate fluctuations
may also inform the conduct of day-to-day monetary policy and help to monitor economy-
wide vulnerabilities,

13.  Knowing whether a sharp fluctuation in the nominal exchange rate is due to changed
fundamentals or unusual circumstances may also inform the choice of an adequate policy
response to such a movement. Thus, from a policy perspective, it would be useful to establish
whether the aforementioned evidence of close association with Argentina is robust to the
consideration of other potential explanatory factors.

14.  This paper analyses empirically two issues: (1) the short-run behavior of the
peso/dollar spot rate under the new exchange rate regime, including the presence of an
“Argentine” factor; and (ii) whether the exchange rate was affected by “contagion” from
Argentina in 2001.

15. To address the first issue, we estimate a simple dynamic regression equation for the
log-change of the peso/dollar rate that includes a comprehensive set of potential explanatory
factors, and then compare the relative explanatory power of these factors.

16.  Addressing the second issue requires a more precise definition of “contagion” and an
empirical method to measure it. Here, we adopt a specific definition of contagion from the
existing literature and, following Rigobon (2001), define it as “shift-contagion®—i.e., a
sudden change in the cross-country linkages following a crisis in one or more countries or,
equivalently, as a shift in the transmission mechanism of shocks across markets following a
shock in one or more markets. To measure shift-contagion we reestimate the dynamic
regression equation specified allowing the coefficients to change over time, as suggested by
Canova (1993) to model empirically high frequency nominal exchange rate data, and then
analyze the time profile and the magnitude of these coefficients looking for quantitatively
significant changes.

17. The main result of the analysis is that, indeed, there is an “Argentine” factor
associated with the peso/dollar rate, as one could expect given the geographic proximity and
the trade and investment linkages between the two countries, but its importance should not be
overstated. From a quantitative point of view, the association with Brazilian variables—or
the underlying factors explaining the behavior of Brazilian variables—turns out to be
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stronger.’ Perhaps surprisingly, the copper price does not seem have been an important factor
associated with short-run movements in the peso/dollar rate during the period considered,
even though copper price (or terms of trade shocks more generally) could be longer-term
fundamental factors affecting the value of the peso. As one could expect based on both
theory and evidence from comparable countries, monetary policy appears to have an effect
on the exchange rate, with an increase in the short-term interest rate differential with the US
leading to an appreciation on impact. This effect however appears quantitatively small, The
empirical results show also evidence of shift-contagion from Argentina, following the
acceleration of the crisis in July and receding toward the end of 2001, afier the Argentine
default and devaluation.

18.  The estimation results suggest that an evaluation of the transmission mechanism of
monetary policy in Chile should take the exchange rate channel into account, in addition to
the Hquidity and the credit channels. A second implication is that interest rate policy could in
principle help in supporting the peso in turbulent times, but may require a sharp interest rates
increase if the elasticity were small. Finaily, the analysis suggests that attention should also
be paid 1o developments in other countries, in addition to Argentina, to monitor vulnerability
stemming from foreign exchange risk exposure.

19.  The paper is organized as follows. Section B discusses the set of potential explanatory
factors considered and provides preliminary evidence on their co-movement and statistical
properties. Section C discusses the dynamic regression specified and reports the results on
the factors affecting the short-term movements of the peso/dollar rate from OLS estimation.
Section D elaborates on the definition and the specific measure of contagion used in the
paper and reports on the evidence of contagion from Argentina. Section E concludes.

B. Variables Potentially Associated with the Chilean Peso/US Dollar Spot Rate

20.  This section motivates the set of possible explanatory factors considered in the rest of
the paper. It describes the variables used to quantify these factors and reports summary
statistics on the properties of their distributions. This preliminary evidence motivates in part
the econometric specifications adopted and may help to interpret some counter-intuitive
estimation results found in sections C and D.

A set of potential explanatory factors

21.  The empirical analysis of the paper is based on a fairly comprehensive set of potential
explanatory factors, which are listed in Table 1 together with their definitions and units of

* This association showed some instability after the sample period in this study, first
subsiding, and subsequently strengthening again. Such a pattern is reminiscent of the
exchange rate behavior in 2001 in response to developments in Argentina, which this paper
suggests has resulted, at least in part, from transitory “contagion”.
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measurement. Table 1 also contains sampling and data source information.® This set includes
(1) a terms of trade factor, (ii) domestic factors, (iii) regional factors, (iv) and global factors.

22.  The high-frequency terms of trade proxy used is the London Metal Exchange (LME)
spot copper price ( DL¢), which is a natural choice because of the large share of copper
exports in Chile's total exports. The copper price also hit a historical minimum in real terms
at about the same time as the peso/dollar rate peaked in late-October/early-November 2001
(Figure 1). Moreover, there is evidence that terms of trade variables may be important for
modeling nominal exchange rates successfully (albeit at a lower frequency than daily) in
economies with a similar size relative to the world economy, export structure, and monetary
policy regime as Chile (Chen and Rogoff, 2002).

23, Domestic factors are measured in terms of return differentials over US comparable
assets. This sub-set includes three interest rate differentials—over a there-month, one-year,
and ten-year horizon, respectively—and a daily stock return differential. The level] of the
short-term interest rate differential (m ) does not need to be motivated, but its inclusion is
particularly important in this exercise because this variable swun g markedly over sample
period, reaching a relative minimum in October 2001 (Figure 1).” The daily change in this
variable (Dm) attempts to measure monetary policy innovations. Daily changes in the
Chilean component of the EMBI Global index (DiCHL) and the differential between the
implied 1-year NDF yield for the Chilean peso and the 1-year yield on US treasuries
(constant maturity) (DfCHL) are standard indicators of country and currency risk,
respectively. The level of the daily return differential between the US S&P500 index and the
Chilean IGPA index (s)—the latter denominated in local currency—may be interpreted as an
indicator of the expected future growth-differential based on some stock valuation models,

24, The regional factors considered include daily changes in the level of the Argentine
and the Brazilian components of the EMBI Plus index (DiAR and DiBR, respectively), the
implied NDF spreads (DfAR and dDfBR)—calculated as described above for Chile—log-
changes in the spot nominal exchange rates vis-a-vis the US dollar (DLeAR and DLeBR,
respectively).! We include currency and country risk even though they may be closely

® Unless otherwise noted, all variables used in the empirical analysis are transformed as
described in Table 1.

" This variable is the difference between a Chilean real (inflation-adjusted} and a nominal US
interest rate on annual basis (this is why it is close to zero, or slightly negative during most of
the sample period (Figure 1)). Since the inflation differential (on annual basis) between Chile
and the US was relatively stable over the sample period, this feature of the data may not
necessarily affect the results of the analysis, but makes it more difficult to interpret the
estimated elasticity.

® The Argentina peso was identically equal to 1 (or zero in log-terms) until it was officially

devalued. Note that the daily change in the components of the EMBI index and the NDF
(continued)
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interrelated, because conceptually they are separate factors. To hold one factor constant while
attempting to measure the impact of the other may thus help to obtain more easily
interpretable results. Brazil is the largest economy in Latin America. [t has also the same
monetary regime as Chile and is very closely interrelated with Argentina. Moreover, the
Chilean peso has moved in tandem with the Brazilian real for most of the period considered
(Figures 1 and 2). Hence, it is natural to consider Brazil as the main regional factor in
addition to Argentina.’

25, Finally, the global factors considered are a semiconductor price index and the
euro/dollar spot rate (DLb and DLeEU), both taken in lo g-change form. Their most important
role is to control for the global slowdown of the world economy and for the US dollar own'
strength over the sample period.

26.  The specific set of variables chosen could be easily motivated at the level of
individual indicators in terms of a variety of nominal exchange rate models. It is also
relatively comprehensive, but remains parsimonious in refation to the number of degrees of
freedom available for estimation. In addition, the choice of these variables takes the time
horizon and the purposes of the analysis into consideration.

27, Other variables could certainly be included in the analysis. An obvious omission is
perhaps the oil price that would represent a second terms of trade indicator. Additional
regional variables too could be considered. A Chilean corporate sector bond spread could
control for the private sector's incentives or ability to tap international capital markets. The
NASDAQ stock market index would capture the bursting of the IT bubble in 2000, while a
spread between US high yield and high grade corporate bond vields could help to disentangle
the impact of increased “global risk aversion” following the events of September 11. Further,
the set of potential explanatory factors considered omits measures of the strength of domestic
and foreign hedging demand, as well as a measure of Chilean central bank intervention in the
second half of 2001. '

28.  Nonetheless, modeling nominal exchange rates empirically is notoriously difficult,
and no one set of potential explanatory factors would be completely satisfactory; the set
chosen may be regarded as a reasonable compromise,

spread may be interpreted as the change in the probability of a sovereign credit or currency
event,

? Note that while one could easily argue that Argentina is affected by Brazil and the other
way around (given Brazil economic size and Argentina's share of the total stock of emerging
market debt outstanding before the crisis), it is much more difficult to imagine that Chile may
have a direct, substantial influence on either of these two countries. In other words, there
does not appear to be an endogeneity problem in our analysis in so far as we are willing to
accept that Chile has not affected either of these two countries, or the US for that matter.
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Preliminary evidence

29.  Both steps of the empirical analysis are based on the same sample period and use
daily data from June 2, 1999 to January 31, 2002, where the period June-August 1999 is
included only for consistency with the rolling correlation analysis in Figure 2. This sample
includes 641 observations obtained by taking only common trading days across different
markets. The sample takes into account the fact that Chilean and US holiday and non-trading
periods do not overlap fully. The first difference of the level, or the log-level, of the variables
are calculated with respect to the previous trading day included in the sample. By proceeding
in this manner, consistency across variables at any given point in time is assured. Because of
this,llolowevcr, the first difference following a holiday may refer to more than one trading
day.

30. By looking at the joint unconditional distribution of the series first {Table 2), we can
see that Argentine and Brazilian markets appear to co-move strongly among themselves (last
6 columns), and with the Chilean foreign exchange rate market (first column), except for the
Argentine exchange rate that was fixed for most of the period. No other domestic or foreign
variable appears to be strongly associated with the Chilean spot rate, including particularly
the copper price.'’ Other notable correlations are those between the copper and the
semiconductor markets—not surprising because both commodities respond to the
international business cycle in the short-term (second column)-—and those slightly weaker
involving the short-term interest rate differential (fourth column and fourth row of the
matrix). This evidence suggests that a few variables could be safely excluded from the
analysis, including particularly the Argentine spot rate.

31.  Tables 3 reports summary statistics on the marginal unconditional distributions of
these series. From this table, we can see that many series are symmetrically distributed, as
evidenced by a sample mean very close to the sample median and a skewness statistic close
to the normal value of zero. Most series, however, have thicker or thinner tails than those of a
normally distributed variable. This is evidenced by a kurtosis statistic different from the
normal value of three. As one would expect based on this evidence, a formal test of the null
assumption of normality is strongly rejected by the data for all series considered (result not

' This potentially creates outliers artificially. Alternatively, observations following non-
overlapping holidays would reflect different information sets across variables and time.
Either way, we would introduce some noise into the data. Given the nature of the exercise
and the fact that the estimation procedure used is robust to the presence of outliers, the
former approach is preferable.

' The simple correlation between the Jevels of the Chilean spot rate and the copper price is
-0.6 over the period September 1999 - January 2002 (i.e., a decline is associated with a
depreciation). But simple pair wise correlations among the level of asset prices may capmure
spurious relations in so far as these variables have a unit root and are not cointegrated. .
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reported). This preliminary evidence suggests that it would be important to take into account
the presence of data non-normality in estimation.

32, By looking at the conditional distribution of daily log-changes and squared log-
changes in the peso/dollar rate (Figure 3)—again, as one could have expected-—we finds
little evidence of predictability and some evidence of persistence in the conditional variance.
This is shown by sample auto-correlation coefficients not significantly different from zero
after the first lag in the case of log-changes (upper panel), and by auto-correlation
coefficients significantly different from zero well beyond the first lag in the case of squared
log-changes. This evidence is consistent with a large body of empirical-finance literature
showing that high-frequency exchange rate data display low persistence and conditional
heteroskedasticity, among other characteristics, when analyzed in log-change form. As a
result, one lag should be sufficient to model their short-run dynamics. A second implication
is that standard errors of regressions will have to be adjusted, to take conditional
heteroskedasticity into account, while assessing the statistical significance of the estimated
coefficients.

33. To conclude, the preliminary analysis of the data highlights the existence of relatively
strong co-movements among the Chilean spot rate and a few of the variables considered over
the whole sample period, even after removing the likely presence of trends in the data by
means of a first-difference transformation. The preliminary analysis of the data also
highlights the importance of taking non-normality and conditional heteroskedasticity into
consideration when modeling these series.

C. Is There an “Argentine Factor”?

34, This section discusses briefly the specification of the dynamic regression equation
used to analyze the relative importance of potential explanatory variables of short-run
movements in the peso/dollar rate during the free floating period, and reports resuits from the
ordinary least squares (OLS) estimation of this equation.

A standard dynamic regression equation

35.  The dynamic regression equation used is the following autoregressive-distributed lag
model (ADL):"?

Die,=a"+a'Dle, +a’m, +a’Dm,_, +a*DiCHL,  +a’s, , +

y'DLc, + y*DLb, + y’DLeEU, + (1)

> The ADL model is a general and flexible specification that can accommodate a rich variety
of linear dynamic structures. See Hendry (1995) for a discussion.
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7*DidAR, +y°DfAR, + y*DiBR, +y DfAR, + o’ DLeBR, +¢,,

where D denotes the first difference operator and L the natural logarithmic transformation,
and all variables are as defined in the previous section.

36.  Equation (1) may be interpreted as an uncovered interest rate parity condition (UTP)
augmented to control for the presence of a country risk premium (the Chilean bond spread),
exogenous terms of trade shocks (the copper price), common regional and global shocks
(Argentina and Brazil), and the international business cycle (the semiconductor price and the
euro/dollar exchange rate). In turn, the UIP may be seen as one building block of a larger
- mode] for the nominal exchange rate such as, for instance, the Donbusch overshooting
model. In econometric terms, (1) may also be seen as one block of a larger vector
autoregressive model (VAR) for the analysis of monetary policy in a small open economy:.

37.  There are several notable features of the econometric specification adopted. First,
consistent with the preliminary evidence on the lack of predictability of exchange rate log-
changes reported above, only one lag of the endogenous variable is included in the equation,
implying a fast dynamic adjustment process. Second, all asset return differentials are entered
with a lag to avoid the introduction of a simultaneity bias, because of the possible response of
Chilean returns to contemporaneous changes in the exchange rate.'” All other variables are
entered into the regression contemporaneously, assuming that they are not
contemporaneously affected by movements in the peso/dollar rate. Third, in order to avoid
the possibility of running a spurious regression, all variables are entered in first difference
form except the short-term interest rate and the stock market return differentials.**

38. It should also be noted that all variables have been standardized (by subtracting the
sample mean and dividing by the sample standard deviation reported in Table 3). This
normalization does not affect the substance of the results in any way and permits a direct
comparison of the magnitude of the estimated regression coefficients among themselves and
with the sample correlations reported in Table 2. In particular, if the regression is run with

** Note that the first lag of these return differentials may be interpreted as an instrument for
their contemporaneous value. Alternatively, the dynamic regression specified could be seen
as a reduced form equation of a larger VAR model. Either way, the properties and the
interpretation of the coefficients of the exogenous variables considered are not affected.

¥ While removing any unit root present, the first-difference transformation loses the
information contained in the level of the variables of interest. This information loss
represents a statistical problem if the variables are co-integrated. This possibility, for
instance, could be particularty relevant for copper. Exploring it carefully at daily frequency,
however, would not be straightforward as the nominal copper price is likely to be fractionally
integrated rather than being a simpler unit root process.
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standardized variables, the simple correlation coefficient is identical to the OLS coefficient
of a bivariate regression. For instance, the simple correlation coefficient between the
Argentine spread and peso/dollar rate would be the same as the OLS coefficient of a
regression of the latter on the former, By adding additional explanatory variables, we can
then obtain a direct and quantitative measure of the robustness of this pair-wise correlation to
the inclusion of other factors.

Empirical results from OLS estimation

39.  Equation (1) may be safely estimated by OLS under the assumption that simultaneity
or omitted bias problems have been dealt with by choosing a satisfactory set of explanatory
variables, none of which is contemporaneously affected by changes in the peso/dollar rate, In
fact, the presence of heteroskedasticity may affect the precision of the estimated coefficients,
but this is easily corrected by adjusting the standard errors estimates accordingly.'

40.  Table 4 reports the estimated OLS coefficients of equation (1) in column 1; two
alternative specifications to check the results' robustness in columns 2 and 3; and the sample
correlation coefficients of Table 2 for ease of comparison. The regression in column 2
excludes Brazilian variables, while the regression in column 3 adds to the baseline
specification in column 1 a term measuring the impact of the level of the copper price on the
level of the exchange rate. For each regression variable, the table reports the estimated
coefficients, the heteroskedatic-adjusted t-statistics, and the regression R-square.

41.  In general, the results for the baseline specification (column 1) suggest that the
estimated regression fits the data reasonably well given the low predictability of nominal
exchange rate changes, with an R-squared statistic of about 0.2. Moreover, all variables have
the expected sign, even though not all coefficients are statistical significant at conventional
confidence levels.'® : '

42.  According to the baseline results (colurn 1), the effect of developments in Argentina
on the peso/dollar rate is smaller than what is suggested by a simple correlation once

15 Interpreted as an augmented UTP condition, equation (1) could be misspecified, if the
expectation error were auto correlated, leading not only to inefficiency but also to
inconsistency of the OLS estimates. The practical relevance of this and other potential
misspecification issues in the context of the time-varying specification used to verify the
robustness of OLS results are discussed briefly in the next section. The author thanks Pablo
Garcia at the Banco Central de Chile for this observation.

' Given the relatively high sample correlation among Argentine and Brazilian variables
(Table 2), one may argue that the results of the analysis may be affected by problems of
multicollinearity. Multicollinearity should result in large standard errors relative to the size of
the estimated coefficients, and thus low statistical significance, but this is not borne out by
the empirical results reported.
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additional explanatory factors are congidered: the coefficient of the Argentine sovereign risk
indicator drops from about 0.2 to 0.07 and is only border-line significant statistically at
conventional confidence levels. The coefficient of the currency risk indicator also decreases,
but appears clearly significant statistically,

43.  The most important variables in explaining the short-term behavior of the peso/dollar
rate are the Brazilian sovereign risk and the real/dollar spot rate (column 1): these
coefficients have the same order of magnitude of the simple correlations and are statistically
significant. Given that Argentine variables have a stronger impact when entered into the
regression equation without Brazilian variables (column 2), and that the two countries co-
move very closely (Tables 2), it is possible that Brazil may be an important channel through
which Argentina has affected Chile over the past couple of years. A second possibility to
bear in mind in interpreting these results is that Brazilian variables might be picking up other
common factors omitted from the analysis, such as “global risk aversion” as discussed in the
previous section.

44. Consistently with the preliminary evidence in Table 2, no other variable included in
the regression reported in column 1 appears to have a significant effect on the peso/dollar
rate, except for the two monetary policy variables and the semiconductor price index, which
are marginally significant statistically. The Chilean sovereign risk indicator and the stock
market return differential, in particular, are neither quantitatively important nor statistically
significant.

45.  Itis perhaps surprising that daily log-changes in the copper price appear unrelated
with daily log-changes in the peso/dollar rate in the baseline specification (column 1), This
resuit, however, should be taken with caution for two reasons. First, the baseline
specification omits possible long-term determinants of the peso/dollar rate, and a robustness
check (column 3) suggests that the copper price might be a significant factor over a longer
time-horizon,"” Second, both copper and semiconductor prices may be affected by the same
common factor, the international business cycle, as evidenced by their non-negligible sample
correlation coefficient. The semiconductor price, in turn, is border-line significant
statistically in the regression equation, even though it has a very small coefficient. This result
suggests that the copper price may affect Chile also in the short-term, but its impact has been

" While an empirical analysis of the equilibrium level of the exchange rate is beyond the
scope of this paper, some evidence on the role of copper over a longer time horizon may be
gathered by including in the baseline specification a term measuring deviations from the pair-
wise relation between the level of these two variables, which represents a stylized
“equilibrium” relation. The regression reported in column 3 of Table 4 include such a term,
which is the lagged residual of a simple OLS regression of the log-level of the exchange rate
on the log-level of the copper price, a constant and a trend. As noted earlier, however, this
way of proceeding would be incorrect if the éxchange rate has a unit root and the copper
price is fractionally integrated. For this reason, the evidence reported is not definitive.
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captured here by the semiconductor price variable, which is almost four times as volatile as
the copper price over the sample period (Table 2), More generally, other sources of terms of
trade shocks are omitted from the estimated equation, even though simply adding the oil
price to this regression did not change the results (not reported).

46.  Domestic and foreign monetary policy, as measured by the short-term interest rate
differential used, are found to influence the exchange rate in the expected direction during
the period considered, even though the impact is very small: a 100 bps increase in the short-
term differential leads to a 1.3 bps appreciation on impact, holding all other variables
constants. '® In terms of the sign of the effect of monetary policy on the nomina! exchange
rate, this result is consistent with previous evidence reported by Zettelmeyer (2000) and
suggests that the widening of the interest rate differential in the second half of 2001,
following cuts in US interest rates, may have provided some support to the peso during that
period. However, intervention in the foreign exchange rate market, which took place during
that period but is not accounted for in this regressions, has likely also had a role in stabilizing
the peso.

47. Insummary, the impact of developments in Argentina on Chile appears smaller than
suggested by simple correlations between the peso/dollar rate and Argentine country and
currency risk indicators. However, Argentina might have affected Chile also through Brazil,
which is an obvious omitted channel from that type of analysis. Brazil appears to be the most
important factor during the free floating period. By the same logic, however, underlying the
“Brazil” factor there might be other explanatory variables omitted from the analysis as
discussed in section B, The result should be interpreted as a wamning to monitor a wider set of
variables to understand the behavior of nominal exchange rate, including also developments
in Brazil. The absence of a direct association between the copper price and the exchange rate
should be taken with caution for the reasons explained. Among the domestic factors
considered, only monetary policy seems associated with short-term movements in the
peso/dollar rate during the free-floating period. But even this relation appears rather weak.

D. Is There Evidence of “Shift-Contagion” from Argentina?

48.  This section turns to the more subtle question of whether the impact of developments
in Argentina on the Chilean foreign exchange market during the second half of 2001 was

** Note that a’m,_, +a’Dm_ = (a* + a’ym,_, —a’m,_,, where & is only border-line
significant while ¢ is clearly significant statistically in Table 4 (column 1). The short-run
impact on DLe, of an increase in m, , therefore, is given by (a® +a° —a*), which is equal to
-0.04 according to Table 4 (column 1). Then, by recalling that all variables are standardized
and that the standard deviation of DLe, and m, are 49 and 157 bps, respectively (Table 3),

the calculation of the estimated impact reported in the text follows (1.248bps = -0.04 time
49bps divided 157bps).
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unusually strong, so as to suggest the presence of “contagion” broadly defined as discussed
in the introduction.

49, Inorder to proceed, we need a precise definition and an operational measure of
“contagion”. The next sub-section discusses the specific definition of contagion adopted. The
measure of shift-contagion used is presented subsequently. The empirical results follow.

Defining contagion

50.  There is no clear definition of “contagion” commonly accepted among economists
despite the considerable effort gone into the analysis of this phenomenon over the last decade
or 50. This paper uses the definition of “contagion” adopted by Rigobon and Forbes (2000
and 2001) (henceforth, RF). RF define “contagion” as a change or a shift in the linkages
across markets following a shock or a crisis in one or more markets and call this “shift-
contagion™ to differentiate it from other definitions used in the literature.’® A strong
association between two markets both before and after a crisis in one market is not
considered contagion according to this definition. RF call the latter occurrence
“interdependence” to underlay the distinction between these concepts.”

51. According to RF, the concept of shift-contagion allows also to distinguish naturally
between two strands of theoretical explanations of the transmission of crises across countries:
those that predict a change in cross-markets linkages during a ctisis on the one hand, and
those that assume crisis are transmitted through stable linkages across states of the world on
the other hand. Establishing which type of transmission channel is prevailing might have
important policy implications. In particular, short-term “insulation” policies, such as for
instance through various means of public sector intervention in the economy, may be more

" This definition does not specify whether the observed change is expected to be temporary
to qualify as shift-contagion. Nonetheless, a permanent shift in a fundamental relation—often
called “structural breaks™ in the econometric literature—does not conform well to an intuitive
definition of “contagion”. For this reason, henceforth, we shall assume that shift-contagion
refers to a temporary change in the underlying cross-market refation.

2 For example, ... when Brazil abandoned its peg what did we predict would happen to
Argentina? Brazil and Argentina are located in the same region, have many similarities, and
have many direct linkages through trade and finance. These two economies are closely
connected in ail states of the world, and it is not surprising that a large negative shock to one
country is quickly passed on to the other. If this transmission of the shock Jfrom Brazil to
Argentina is a continuation of the same cross-market linkages that exist during move tranquil
periods (and not a shift in these linkages) then this should not be considered shift-contagion.
(Forbes and Rigobon, 2000, pages 13-14).
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likely to be desirable and effective in the presence of shift-contagion, but may not be the best
(nor a viable) response in presence of interdependence or structural breaks.?!

52. As pointed out by RF, the concept of shift-contagion is not only intuitive and
meaningful from a policy perspective, but also lends itself to be identified empirically, in
principle. In theory, it would be Just a matter to check the strength of cross-market linkages
before and after a crisis to see whether they have changed significantly. In practice,
measuring shift-contagion poses a host of statistical problems that we discuss briefly in the
next sub-section.

Measuring contagion

53, There are several approaches to measure shift-contagion in the literature.” Typically,
the empirical model is estimated before and after the crisis, or including dummy variables for
the crisis period. Then, the statistical significance of the dummy variables, or the statistical
significance of the estimated differences before and after the crisis, is checked. Thus, these
methods assume that both the source and the precise timing of the crisis is known.?* This is a
drawback, especially for the analysis of the Argentine crisis that unfolded slowly but
persisted longer than previous crises.

54.  As shown by Rigobon (2001) formally, most of the existing methods to measure
shift-contagion suffer also from other statistical problems.** As now well known, cross-
market correlations may increase even in the absence of a shift in the underlying linkages if
volatility increases in the crisis country, thereby introducing a bias in statistical tests based on
simple correlations.? Also, this bias can be corrected only in the absence of simultaneity and

2! See De Gregorio (2001) for a discussion of Chile's exchange rate developments and
policies in 2001 in this normative perspective.

* See Rigobon (2001) for a formal comparative analysis.

 RF work with sub samples. Examples of studies that use dummy variables include Favero
and Giavazzi (2001), and Baig and Goldfajn (2000).

* The discussion here focuses only on methods based on cross-market correlations and OLS
regressions. These are the most commonly used, and the most directly comparable with the
method used in this paper.

2 Baig and Goldfajn (2000) note, however, that increased volatility in the crisis country may
be seen as the source of “contagion”, and the consequent strengthening of cross-market
correlations even in the absence of a shift in the underlying relations is part of the
“contagion” process. In this case, cross-market correlations continue to provide useful
information, even though they cannot be used to disentangle a shift in the linkage from other
reasons for the increased co-movement across markets following a crisis.
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omitted variables problems. Hence, even assuming that developments in Chile do not affect
developments in Argentina, and adjusting the cross-market correlation for the increased
volatility in Argentina during the final stage of the crisis, an omitted variable bias may still
distort the investigation of contagion based on this approach.

55.  OLS-based methods can be safely applied in the absence of simultaneity and omitted
variable problems, with the advantage that they provide also evidence on the specific
channels through which shocks or crises are transmitted across markets (e.g., trade, finance,
investors preference and technology, ete.). However, in the joint presence of
heteroskedasticity and either omitted variables or simultaneity, OLS-based statistical tests too
are biased. Moreover, under these circumstances, there are no simple corrections that can be
implemented,

56.  The measurement approach used here is to model cross-market linkages as changing
randomly all the time, and then analyze their estimated time profile by looking for
quantitatively sizable and economically plausible shifts, More specifically, suppose the true
cross-market relation is represented by the following equation:

Ye=Bx +¢, (2)
where £, follows a random walk process without drift,
B= B +<,. (3

57.  Following Canova (1993), we estimate the series of parameter values (A,) for all

times t with a numerical Bayesian procedure as discussed by Ciccarelli and Rebucci (2002),
and then look at the time profile of this series for sizable shifts. As estimation is Bayesian,
there is a lesser need to test the statistical significance of any notable shift identified.2®

58.  This approach to the measurement of shift-contagion has other advantages. First, it
does not require knowledge of the precise timing of a crisis. Second, as in the case of OLS-
based methods, it may provide evidence on the specific channels of transmission of shocks
across markets, and it allows to distinguish between the effect of increased volatility in the
crisis country from shifts in the underlying relation. Third, unlike OLS-based methods, the
approach may be adjusted to take possible omitted factors into consideration.?’ Finally, as

%% This is because a Bayesian estimation procedure, in principle, derives the entire statistical
distribution of the parameter of interest, as opposed to one draw from such a distribution
under a classical approach. The analogous of a classical test for parameter stability, however,
could be easily implemented.

*7 A formal analysis of this particular as well as other potential misspecification issues is

work in progress jointly with Matteo Ciccarelli. Investigating the presence of contagion only
(continued)
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shown by Canova (1993), a specification as (2)-(3) is particularly well suited to model
empirically the statistical properties of high frequency nominal exchange rate data.

59.  Inshort, under the implicit assumptions that (1) none of the explanatory factors
considered are endogenous to the peso/dollar rate, and (11) there are no omitted factors from
the analysis, a time-shift in the coefficients of (1) may be reasonably interpreted as evidence
of shift-contagion. '

Empirical results from Bayesian estimation

60.  The estimation results based on (1) specified as in (2)-(3) are reported in Figure 4.2
For each coefficient in (1), and each trading day in the sample, Figure 4 reports the mean and
the first and the third quartile of the estimated posterior distribution. The mean of the
posterior distribution—the central line in the plots—mat be compared to the OLS estimates
in Table 4. The inter-quartile band—the two lines around the mean—contains S0 percent of
the probability mass under the estimated posterior distribution, and may be compared to a

50 percent classical confidence interval. Each panel reports also the sample correlation
coefficient from Table 2 and the OLS coefficient from Table 4 for ease of comparison, All
regressors are standardized as explained before so that the coefficients are directly
comparable across variables.

61l. By eyeballing these plots, it is evident that some instability characterizes the posterior
distribution of all coefficients at some point over the sample period. The estimated posterior
means move slightly up and down, but they track closely OLS coefficients through the
middle of 2001. This implies also that the results based on OLS estimation of (1) discussed in
the previous section are broadly robust to a more careful consideration of the statistical
properties of the data.

62.  The estimated relation, however, starts becoming visibly more unstable in May-June,
2001, This is strikingly clear in the case of Argentine risk indicators, but it is evident also in
the case of other factors linked to the peso/dollar rate. To analyze this evidence more
accurately, Figure 5 zooms on the second part of the sample (January 2001 to January 2002),

in one country, as in this paper, however, it is simpler to address the problem by searching
for a comprehensive set of explanatory variables—as long as they are observable. In this
case, therefore, there is also a lesser need to implement such an adjustment.

* The dynamic specification of the regression equation is the exactly the same as in (1). The
most important difference compared to the specification of (1) is the time-variation of the
parameters, but a more general distributional assumption on the error term g, is also made,
by assuming that the error term is t-distributed rather than normally distributed as usually
done.
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plotting the posterior mean of key coefficients together with the level of the peso/dollar rate
(where an increase means a depreciation of the peso).

63.  Figure 5 shows that, indeed, the coefficients of the Argentine country risk indicator
start to increase markedly at the beginning of July 2001—following some decline in the
proceeding two-three months—around the time the peso first jumped after the Argentine
“mega-swap” failed to restore investor confidence.” The magnitude of coefficient of the
Argentine country risk indicator, in particular, more than doubled in a few days after July 3,
to reach a relative peak at about three times its end-JTune level on August 1, following a
second downgrade of the Argentine sovereign rating in a few weeks. The magnitude of this
coefficient reached its maximum on October 10, declining gradually thereafter, to bottom out
on December 28 and revert to per-June 2001 values in early January 2002 (despite the
Argentine country risk remaining at very high levels). This is clear evidence of a temporary
change in the linkage between the two countries, and thus suggests the presence of shift-
contagion according to the measure used. Figure 3 also shows that the coefficients on the
interest rate differential and the Brazilian real/dollar exchange rate were higher (in absolute
terms) after mid-2001.

64.  In summary, while some parameter instability is evident even before the acceleration
of the Argentina crisis in July 2001, it appears that the order of magnitude of the changes in
the relation between the exchange rate and the set of determinants considered has “shifted
gear” following the acceleration of the Argentina crisis in the second part of 2001, These
shifts appear to have been more persistent in same cases than in others. These shifts seems
also broadly associated with the timing of the crisis in Argentina and developments in other
emerging markets, including particularly as regards the timing of the decoupling from
Argentina. Overall, there appears to be clear evidence of shift-contagion from Argentina on
the Chilean foreign exchange rate market in second half of 2001. Evidence that is unlikely to
be contaminated by the statistical properties of the data given the particular measure used

E. Conclusiens

65.  This paper quantified the statistical association between the peso/dollar rate and a
large set of potential short run explanatory factors since it started to float freely in September
1999, and investigated the presence of contagion from Argentina in the second half of 2001.

66. The paper finds that Argentina is one fundamental factor associated with the Chilean
exchange rate over the past couple of years, but its quantitative relevance may have been
overstated by analyses based on simple correlation coefficients, Bilateral trade linkages
between these two countries are not strong, while the direct investment position of the

* Argentina announced the “mega-swap” plan in mid-May, additional fiscal measures to
stimulate confidence in mid-June, and the “zero-deficit” policy on July 11, the same day in
which Moody's and Standard &Poor's downgraded the sovereign rating by one notch.
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domestic corporate sector in Argentina is reportedly well cushioned by a solid capi'tal base.
On these bases, perhaps, one would not have expected a very strong fundamental linkage
between these two countries, :

67.  The finding of shift-contagion from the Argentine crisis during the second half of
2001 documented in the paper is consistent with the previous conclusion, as it highlights a
temporary departure from more fundamental valuations. The paper does not explain why
shift-contagion may have occurred. Nonetheless, market and press reports suggest that a
sudden reassessment of hedging needs of domestic and foreign investors may have played an
important role in generating a self-reinforcing association between developments in the
neighboring country and the domestic foreign exchange rate market following the
acceleration of the crisis in July 2001, This process ended in late-October, together with a
general improvement of investor sentiment in global financial markets, as evidenced by the
behavior of indicators of global risk aversion. Overall, this evidence is consistent with the
view that the Chilean foreign exchange market was hit by exceptional turbulence in 2001 as
shown by a marked shift in the estimated relation between the exchange rate and its possible
determinants, the peso reacted way beyond what was, in principle, warranted by the shift in
these variables,

68. It is perhaps somewhat surprising that movements in the copper price do not seem
assoctated to exchange rate fluctuations during the free-floating period. This conclusion
should be interpreted with caution, though. The copper price is not the only source of terms
of trade shocks for the Chilean economy, even though it is the most important one. Copper
may be also a longer-term determinant of the peso/dollar rate; something we cannot establish
easily in the empirical framework used in this paper. In additton, a high-frequency
international business cycle indicator that is relatively well correlated with the copper price
appears to be weakly associated with the exchange rate. More analysis of the role of copper
in explaining nominal exchange rate fluctuations in Chile is needed, possibly using different
empirical methods and data frequency.

69.  Statistically, Brazilian variables turned out to be more closely associated with short-
term fluctuations in the peso/dollar rate during the free-floating period than Argentine
variables. Thus, Brazilian variables are an evident omission from any simple correlation
analysis between Chile and Argentina.

70. The only other variable found to be associated with the peso/dollar appears to be the
short-term interest rate differential with the US, which was interpreted as a monetary policy
indicator. This indicator appears significantly related to the exchange rate with the expected
sign, but the implied elasticity is small. This finding suggests that even if the exchange rate is
part of the transmission channel of monetary policy, it should not play a large role. Secondly,
an hypothetical interest rate defense of the currency from a speculative attack might require a
large increase in the interest rate because of the low implied elasticity.



Table 1. The Set of Potential Explanatory Factors Considered

Acronimous

Name

Definition

Unit of Measure Sampling Source
DLle Chileanr spot rate Log-change in the Chilean peso ATS. dollar rate Diaily retzm in percent Closing guote Bloomberg
DLc Copper price Log-change in the London metal Exchange spot copper Daily return in percent Closing quote Bloomberg
price
m Interest rate differential Short-term interest rate differential (TAB-90 rate minus Percentage point per year Daily average Bloomberg and Associacion de
federal fund rate) (TAB-90 rate in UF) Bagpcos
Dm Interest rate differential change Change in short-term iterest rate differential (TAB-90 rate  Percentage point per year Daily average Bloomberg
minus federal fund rate}
IhCHL Chilcan sovereign risk Change in the Chilean componeni of the EMBI Global Percentage point per year Unknown Bloomberg
index
DICHL Chilean currency risk Change in the differential between the implied one-year Percentage pomt per year Mid-yield Bloomberg and IMF ICM
NDF interest rate and the onc-year U.S. Treasury yicld Department
(constant to maturity)
s Stock market differential Stock market daily return differential (IGPA index minus ~ Percentage point per day Closing quote Bloomberg .
S&P500 mdex) g
DiAR+ Argentine sovercign risk Change in the Argentine compenent of the FEMBI+ index  Percentage point per vear Closing quote Bloomberg 1
DIAR Arpenhine currency risk Change in the differential between the implied one-year Percentage point per year Mid-yield Bloomberg and IMF 1CM
NIIF intercst rate and the one-year U.S. Treasury yield Departinent
(constant Lo maturity)}
DLeAR Argentine spot rate Log-change in the Argentine peso/U.S. dollar rate Daily return in percent Closing quols Bloomberg
DiBR+ Brazilian sovereign risk Change in the Brazilian component of the EMBI+ index Percentage point per year Closing quote Bloomberg
DIBR Brazilian currency risk Change in the differential between the implied one-year Percenlage point per vear Mid-yield Bloomberg and IMF ICM
NDF interest rate and the one-year LS. Treasury yield Department
{conslant 10 maturity)
DLeBR Brazilian spot rate Log-change in Lhe Brazilian real/US dollar rate Daily return i percent Closing quote Bloomberg
Dib Semiconductor price Log-change in a semiconductor spot price (DRAM module, Daily return in percent Unknown Datastream (DRMUO3S)
100 mghz bus 128 MB)
DLeEU Euro spot rate Log-change in the Euro/U.S. dollar rate Daily retum in percent Closing quaile Bloomberg

All exchange rates are expressed n whits of national currencies per U3, dollar.



Table 2. Sample Correlation Matrix (June 2, 1999 - | anuary 31, 2002)

Chilean

Semi-

Euro Interest Interest Chilean Chilean Stock Copper  Brazilian  Brazilian Brazilian  Argentine Argemline  Arpgentine
Spot Rate conductor  Spot Raie Rate Sovercign  Currency  Market Price Soversign  Currency  Spot Rale Soversipn  Currency  Spot Rate
Price Rate Differen- Differen- Risk Risk Ditferen- Risk Risk Risk Risk
tial tial Change tial
Dle DLb DLeEU m Dm DiCHLg DRCHL s Dig DiBR+ DIBR DleBR  DiAR+ DIAR DLeAR
Chilean spot rate 100
Semiconductor price -0.07 1.00
Euro spot rate 0.01 0.03 1.00
Interest rate differential -0.06 0.15 0.01 1.00
Interest rate differential change -0.03 0.03 -0.01 .11 1.00
Chulean sovereign risk 0.01 0.00 -0.03 -0.03 0.04 1.00 l'\)
Chilean currency risk .07 Q.Q0 G.01 -0.05 0.07 0.46 1.00 TJ
Stock market differential 0.09 106 -0.06 0.01 -0.03 0.04 0.03 1.00
Copper price 1104 0.14 -0.02 0.07 0.05 0.03 -0.02 .11 100
Brazilian sovereign risk 033 -007 -0.07 .08 .11 0.10 0.07 0.22 -0.10 1.00
Brazilian currency risk 0.15 -0.05 -0.01 -0.03 -0.05 0.03 0.05 0.05 0.00 024 1.00
Biazilian spot rate 0.37 0.01 0.02 -0.06 -0.06 0.00 0.02 009 0,08 0.41 0.18 1.00
Argentine sovergign risk 0.19 -0.02 0.06 0.11 -0.02 0.02 -0.62 -0.01 0. 0.36 0.14 .19 L.00
Argentine currency risk 0.18 -0.02 0.00 0.12 -0.03 .10 .06 .06 0.03 0.25 0.18 0.22 034 1.00
Argentine spot rate 0.05 0.03 002 022 0.00 0.02 -0.07 .03 o.M 0.02 0.0t .06 0.1t 0.07 .00

Sources: Bloomberg; Datastream; Fund database (ICM Depl.); and Fund staff calculations.



Table 3: Sample Descriptive Statistics (June 2, 1999-Janvary 31, 2002)

Chilean  Semi- Euro spot Inierestrate Interestrate  Chilean Chilean  Stock Copper  Brazilian Braxifian  Brasilian Argentine  Argenline  Argentine
spot rate  conductor  rate ditferential  differential sovereign  currency  market price sovercign  curmrcncy  spotrate  sovereign currency  spot rate
Price change risk nisk differential nsk risk nisk risk

Dle DLb NeEU m Din DiCHLg DfCHL ¢ Dic DiBR+ NIBR DLeBR  DiAR+ DIAR DLeAR
Mean 0.05 0.19 0.03 0.28 0.00 0.00 0.01 0.05 0.02 0.00 0.00 0.05 0.06 0.21 0.10
Median 0.04 0.00 0.04 -0.04 0.00 0.00 -0.01 0.07 0.00 -0.01 0.01 0.08 0.01 0.00 0.00

1

Slandard 0.49 417 0.69 1.57 0.18 0.08 0.15 1.28 1.18 0.18 0.40 0.38 0.72 316 1.67 o
Deviation c:o
Kurtosis 2.62 27.48 3.17 3115 19.35 15.74 442 1.67 6.18 1.73 5.86 451 45.13 65.17 266.33
Skewness 035 2.84 -1.56 1.88 0.02 -0.33 0.04 -(1.08 077 0.27 0.68 0.07 0.51 -0.60 14.26
Mirimum -1.92 -17.89 -4.47 -1.42 -1.41 -0.55 0.72 -4 48 -4.77 -0.71 -1.96 -4.40 ~1.96 -38.88 -7.84
Maximum 243 4202 2.03 6.00 1.39 0.55 0.86 6.54 8.90 0.69 2.16 5.21 715 3330 33.65
Number of 641 641 641 641 641 641 641 641 641 641 641 641 641 641 641

chservations

Sousces: Bloomberg; Datastream; Fund database {ICM Dept.); and Fond staff calculations.
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Table 4. Empirical Results from OLS Estimation with Time-Invariant Coefficients
{Sample: fune 2, 1999 - January 31, 2002}

Medel 1/ Corr. Coeff. 1 2z 3
Independent varigbles 2/
Lagged Chilean spot rate (log-change) 0.12 0.0% 0.12 0.409
1.8¢ 2.57 1.89
Semiconductor price (log-change} -0.07 -0.04 -0.03 -0.05
-Lil -0.77 -130
Euro spot rate (log-change) 6.01 0.01 0.00 0.01
Q.30 0.03 0.21
Interest rate differential (lagged level) -0.06 -0.04 -0.09 -0.04
-1.00 -1.51 -0.99
Interest rate differential change (Jagged change) -0.03 0.05 0.05 0.05
1.82 1.62 212
Chilean sovereign risk (lagged change) 0.01 -0.02 -0.02 0.02
-0.63 -0.63 0.65
Stock market differential (lagged level) 0.09 -0.002 0.05 0.00
-0.04 1.26 0.04
Copper price (log-change) -0.04 -0.01 -0.04 -0.01
-0.16 -0.90 0.24
Copper gap (lagged log-level) 0.04 na na -0.09
na na -2.35
Brazilian sovereign risk (change) 0.33 0.16 na 0.16
247 na 263
Brazilian currency risk (change) 0,13 0.04 na 0.03
0.0% na 0.75
Brazilian spat rate (log-change) 0.37 0.26 na 0.26
5.78 na 5.76
Argentine sovereign risk (change) Q.19 0.07 0.16 0.07
1.48 280 1.59
Argentine currency risk (change) 0.18 0.07 0.15 0.07
1.95 335 1.88
No. of observations 641 641 641 641
R-Square na 0.19 0.09 0.20

Sources: Bloomberg; Datastream; Fund database (ICM Dept.);, and Fund staff calculations.
1/ The dependent variable is elways the log-change in the peso/dollar rate.
2/ OLS regression coefficients and heteroskedastic consistent t-values, respectively, reported.

3/ECM = Le - 8.53 + 0.3*Lc - 0.6004*Trend (+ means "undervalued” w.r.t, equilibrium, which is normalized to Zero.)
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Figure 1. The Chilean Peso/US Dollar Spot Rate and Selecied Determinants 1/

{Septernber 1999 - Jamuary 2002)
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Figure 2. Roliing 80-Day Correlations with Selected Potential Determinants
{September 1999 - Jamyary 2002)
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Figure 3. Persistence of Daily Exchange Rate Log-Changes and Squared Log-Changes 1/
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Figure 4. Empirical Results from Bayesian Estimation with Time-Varying Coefficients
(Jung 1, 2001 - January 31, 2002)
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Figure 5. Posterior Means of Key Regression Coefficients. (January 2001-January 2002)
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III. FORECASTING COPPER PRICES IN THE CHILEAN CONTEXT""
A. Introduction

71.  The future evolution of copper prices is a matter of interest in the case of Chile.
While it 1s possible to exaggerate the “dependence” of Chile, and of the Chilean government
finances, on copper export revenue, such revenue has represented 7—10 percent of GDP and
35-40 percent of exports in recent years. Transfers to the govemment from CODELCO, the
state-owned copper company, have ranged from less than 2 percent of central government
revenue (1998 and 1999) to more than 10 percent of such revenue (as recently as 1995),
depending mainly on the state of world copper prices. Indeed, copper prices are highly
volatile.

72.  The Chilean economy as a whole copes with this volatility in a number of ways,
including not only a floating exchange rate regime but also a high degree of foreign
ownership of copper mines (which dampens the impact of copper price fluctuations on
Chilean national income and wealth, and on the external current account balance). In the case
of the government, there is the longstanding mechanism of the copper stabilization fund;
more recently, the government’s new target for the structural fiscal balance includes an
adjustment for copper price fluctuations. In general, such schemes make most sense if the
price in question has a component that is temporary and forecastable and does not have a
steep trend.’!

73.  This paper asks what expectations can we recasonably have about copper prices in the
medium to long run; that is, over horizons of say, five-ten years ahead. Is there a basis to
have any expectations at all, other than whatever is today’s price? These questions are of
special interest currently, since real copper prices are near historical lows: is it reasonable to
think of this situation as temporary, to make medium-term forecasts for the Chilean
economy, and fiscal plans for the government, on the presumption that prices must
eventually rise? Is it reasonable to presume that “copper risk” is mainly on the upside? We

*® prepared by Steve Phillips and Andrew Swiston (WHD). The authors thank especially
Professor Christopher Gilbert for his advice and expertise on the copper market and for
providing certain data. Helpful comments were also received from participants at a seminar
hosted by the Central Bank of Chile, including Esteban Jadresic, Alvaro Rojas, and Rodrigo
Valdes, and at the IMF from Saul Lizondo, Alessandro Rebucci, Marco Espinosa, and
Mauricio Villafuerte.

3! As will be discussed later, Chile’s new structural balance system includes a technical
innovation that may be seen as a pragmatic approach to a situation in which the ideal answers
to these questions do not hold with certainty. Specifically, the reference price used aims not
to capture a notional “long-run” price, but rather the average price expected for the coming
ten years.
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emphasize that the objective is not to know with confidence the precise level of copper prices
five or ten years from now, but rather, to ask whether there is a reasonable basis for
expecting them to be significantly higher than they have been recently. If the answer is yes—
that large temporary copper price shocks do exist, as this paper concludes—it becomes worth
asking another question: what is the typical duration of such temporary shocks?

74.  We have two rationales for focusing so much beyond the short run. First, since in the
Chilean case neither the government nor the economy as a whole is liquidity constrained,
having an accurate idea of copper prices a short period ahead—even if desirable for some
purposes—is not critical. Second, we suppose that temporary price shocks might be rather
long lived (Cashin, Liang, and McDermott (1999) suggest a typical half life of more than six
years).

75.  This study considers, and evaluates out-of-sample, a number of forecasts. One group
comprises several very simple time-series models, using only information on past copper
prices to generate forecasts. We build on the recent study by Engel and Valdes (2001), who
evaluate a wide range of time-series models but find that most have essentially no forecasting
power at all over horizons of one to five years. Engel and Valdes do find that a simple AR(1)
model has some forecasting power, but its margin of victory over a naive alternative forecast
is not great. We investigate whether the limited success of the AR(1) model is related to the
long—and perhaps variable-—duration of copper price shocks. Indeed, when we consider
forecast horizons of six to ten years, the AR(1) model’s margin of victory widens. We also
examine the performance of several other simple forecasting alternatives. The object is not to
identify a true model of copper prices, nor to find the best possible forecasting tool, but rather
to draw useful conclusions about the nature of copper price behavior from the relative
forecasting success of alternative approaches.

76.  Rather than using past copper prices, a much different forecasting approach would be
to use futures market prices as a basis for medium- and long-term forecasts. Since the longest
futures contract regularly traded is only 2% years, we investigate whether their prices might
be used to draw inferences about {market expectations of) the level of copper prices over a
longer horizon. We show that these futures prices do have some forecasting power (over a
2Ya-year horizon) and that such futures prices have behaved as if the market believed that
most copper price fluctuations were temporary. These findings suggest that futures prices
should be considered seriously, at least as an indicator of the likely direction of copper price
movements over a longer horizon. On the other hand, though futures prices do seem to be
related to a market view of the level to which copper prices will eventually converge, we find
evidence that this view has changed over time.

77. The chapter is organized as follows. Section B provides background, with a
descriptive look at how copper prices have behaved in the past. It also describes some basic
aspects of the world copper market, including how it is analyzed by industry experts.
Section C evaluates the out-of-sample forecasting performance of several models, as well as
London Metals Exchange (LME) futures prices, in relation to a naive benchmark forecast.
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78.  Section D demonstrates that 2Vi-year copper futures prices—although quite volatile
themselves—have systematically pointed to copper price increases (declines) when copper
prices have been low thigh). In fact, the level of the spot price alone explains a very large
part of the gap between futures and spot prices observed on a given day. We investigate the
stability of this relationship over time, and the prospects for using it to infer market views of
a “long-run” level of copper prices and the expected duration of temporary shocks,

79.  Section E summarizes the findings of the previous sections and goes on to consider
their possible implications for Chile, focusing mainly on the government’s structural balance
target and its adjustment for copper price fluctuations. Inevitably, there will be uncertainty
not only over the level (if any) to which copper prices are converging, but also over the time
needed to reach that level. This section seeks to put these two sources of uncertainty in
quantitative perspective with some illustrative simulations, taking account of the relative size
of copper in the Chilean economy, as well as key aspects of the government’s overall fiscal
position.

B. Background: Consensus Views of the Copper Market and a Look at the Data

80.  This section provides an initial, descriptive look at how copper prices have behaved
in the past. This turns out to be enough to illustrate a number of key points, and to give some
intuition for the results presented later. As additional background, this section first describes
some basic aspects of the global copper market, including how it is viewed by industry
analysts and how experts on the copper industry make their own long-term price forecasts.

A consensus view of the copper market

81.  Though it is widely acknowledged that copper prices are difficult to forecast
accurately, there is broad agreement among analysts of the industry about how to frame an
analysis of the market, how copper prices can be expected to behave over time, and how best
to generate medium-term forecasts.

82.  This consensus holds that copper price shocks are often temporary in nature. In turn,
this belief implies the potential to forecast movements in copper prices on the basis of the
expected decay of already-observed temporary shocks. This is not to say that permanent price
shocks are not also possible; however, except over the very long run (when only permanent
shocks matter, by definition) movements driven by short-term factors tend to be large relative
to those from permanent shocks, or possible long-run “trends.”

83.  Such a view is consistent with the use of a copper adjustment in the Chilean fiscal
balance target. Its strong contrast to a possible alternative should be emphasized. One might
suspect instead that a commodity such as copper should be analyzed as an asset, for which
intertemporal arbitrage would play a dominant role in price determination, in the extreme
ruling out any forecastable temporary component to copper prices (essentially, because any
expectations of a future change in price would only cause that change to materialize
immediately). However, the consensus is that such intertemporal arbitrage in practice does
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not play such a dominant role, and it is considered misleading to think of copper simply as an
asset, a stock m finite supply. In that case, Hotelling’s theory would predict that the price
would over time tend to increase at the rate of interest (i.e., enough to compensate holders of
copper for not selling, while not creating above-normal returns), which is clearly at odds with
the evidence. Instead, the consensus analyzes the suzpply of the copper as a flow; indeed, the
idea is that the long-run supply curve is rather flat.>

84.  Inthe consensus view, the difficulty of forecasting the price of copper does not arise

from a predominance of unanticipated permanent shocks, but rather from the difficulty of
forecasting temporary shocks to the variables influencing copper supply and demand.
Moreover, because both supply and demand are thought to be inelastic to price changes in the
short run’, shocks to either side can require the price of copper to move substantially to clear
the market. Shocks shifting the short-run demand curve are considered especially important,
with a key factor being the state of the world economy in the business cycle (e.g., because
much of copper demand arises from construction and other investment activity sensitive to
the business cycle).

85.  Even if 