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What is AI?





8Source: https://www.ais.uni-bonn.de/deep_learning/
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PREDICTION: 
Using information that you do have to 
generate information that you don’t have 



Market Power in Training Data





Firms’ incentives to sell training 
data are constrained by fears of 

creative destruction



Firms’ incentives to sell training 
data are constrained by fears of 

creative destruction



Market Power in Input Data





Literature on Sharing Information Under Oligopoly



Literature on Sharing Information Under Oligopoly

● Sharing input data does not change market structure but the intensity of 
competition within a market



Literature on Sharing Information Under Oligopoly

● Sharing input data does not change market structure but the intensity of 
competition within a market

● Vives (1984) and Raith (1996): firms might share voluntarily



Literature on Sharing Information Under Oligopoly

● Sharing input data does not change market structure but the intensity of 
competition within a market

● Vives (1984) and Raith (1996): firms might share voluntarily
● Jansen (2008)



Literature on Sharing Information Under Oligopoly

● Sharing input data does not change market structure but the intensity of 
competition within a market

● Vives (1984) and Raith (1996): firms might share voluntarily
● Jansen (2008)

● Precommiting to share input data (on, say, demand) 



Literature on Sharing Information Under Oligopoly

● Sharing input data does not change market structure but the intensity of 
competition within a market

● Vives (1984) and Raith (1996): firms might share voluntarily
● Jansen (2008)

● Precommiting to share input data (on, say, demand) 
● Without pre-commitment, sharing is reduced



Literature on Sharing Information Under Oligopoly

● Sharing input data does not change market structure but the intensity of 
competition within a market

● Vives (1984) and Raith (1996): firms might share voluntarily
● Jansen (2008)

● Precommiting to share input data (on, say, demand) 
● Without pre-commitment, sharing is reduced
● Sharing is reduced the greater the degree of market power



Literature on Sharing Information Under Oligopoly

● Sharing input data does not change market structure but the intensity of 
competition within a market

● Vives (1984) and Raith (1996): firms might share voluntarily
● Jansen (2008)

● Precommiting to share input data (on, say, demand) 
● Without pre-commitment, sharing is reduced
● Sharing is reduced the greater the degree of market power

● de Cornière-Taylor (2023): general characterisation of impact of data on 
reaction curves and implications for structural change
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● Bergemann and Bonatti (2015, AEJ: Micro) “Selling Cookies”
● Cookies are basically predictions or key input data for predicting match 

quality
● Predictions are most valuable the higher are the stakes
● Stakes are low for matching when ad space (limited advertising) is 

expensive or cheap (want to advertise widely): prediction only alters the 
“advertise or not” decision for a small number of consumers.

● If prediction is provided by fragmented suppliers, then prediction prices 
increase — akin to the pricing of complements problem.
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● Each of k product markets has an incumbent monopolist (earning ) and a potential entrant (changes total profits 
to ). Entrant needs ad to create awareness.

πm
2πc

● Incumbent may advertise to block entrant from reaching customers. If there are J platforms, incumbent will only 
advertise if . Platform wants to create incumbent demand for ads and could not care less about 
product market competition.

πm − πc > Jπc

● New Result: without prediction, both incumbent and entrant have a 1/k chance of a correct match. With prediction, 
an incumbent benefits from the ads placed by other incumbents. This free riding means that they will purchase 
fewer ads with prediction. Thus, platforms have a reduced incentive to adopt better prediction of match quality.
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● Work on the competition effects of AI and AI’s effect on competition is still in 
its infancy

● Current results and those inferred from the past literature indicate that the 
competition arguments are if anything, more nuanced when it comes to AI

● Even without this, beyond the standard antitrust tools, new instruments or 
policy approaches have not been developed


