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Research on Large Language Models 

“Since large language models, or LLMs, started to appear in 2017,

the share of AI content in patent applications related to algorithmic

trading has risen from 19 percent in 2017 to over 50 percent each

year since 2020, suggesting a wave of innovation is coming in this

area.” (IMF Blog, 2024)
Nassira Abbas, Charles Cohen, Dirk Jan Grolleman, Benjamin Mosk (2024): Artificial Intelligence Can Make Markets More 

Efficient—and More Volatile. International Monetary Fund (IMF) Blog.
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Anthropic. Claude 3 Models on Benchmarks. www.anthropic.com/news/claude-3-family
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Language Modeling: What is a LM?

 probability distribution over sequences of words 

  LMs are generative models: 

 
What we understand as LLM are Autoregressive (AR) language models:

Yann Dubois (2024): CS229 Building Large Language Models (LLMs). Stanford Online Lecture. Recorded Lecture. Slide 5 (Credit: Y. Dubois).

LM

https://www.youtube.com/watch?v=9vM4p9NN0Ts&t=1651s
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Reinforcement Learning by Human Feedback (RLHF)

 

Stiennon, N., Ouyang, L., Wu, J., Ziegler, D., Lowe, R., Voss, C., Radford, A., Amodei, D. and Christiano, P.F. (2020): Learning to summarize with human feedback. Advances in 

Neural Information Processing Systems, 33, pp.3008-3021.

>
Human Preference Data

reward

model

LM

policy

label rewards

sample completions

Reinforcement Learning
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What is a benchmark?

Source: HuggingFace. Open LLM Leaderboard. Web Page.

LLM
Questions

Answers

Question-Answering Dataset

scraped from Web Sources

Performance Scores of different LLMs on

Question-Answering Benchmarks in percentage

QA is one of multiple methods for constructing benchmarks

https://huggingface.co/spaces/open-llm-leaderboard/open_llm_leaderboard
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What is a benchmark?

Question-Answering Example on Microeconomics Knowledge

in the MMMLU Benchmark (Hendrycks, 2021):

Hendrycks, D., Burns, C., Basart, S., Zou, A., Mazeika, M., Song, D. and Steinhardt, J. (2021): Measuring Massive Multitask Language Understanding. 
In International Conference on Learning Representations (ICLR).
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LLM Benchmarks: Knowledge and Representation

Knowledge Benchmarks

Testing LLMs knowledge in 

various domains with 

standardized questions.

Kraft, Angelie (2024): Whose Knowledge? On Knowledge Gaps in 

LLM Benchmarks and Their Consequences. Work in Progress.

Representation and Bias Benchmarks

Testing LLMs for various biases and 

representativeness of sociodemographic

groups.

TriviaQA

StrategyQA

SQuAD

XQuAD 

QuAC

HotpotQA
Gallegos, I.O., Rossi, R.A., Barrow, J., Tanjim, M.M., Kim, S., Dernoncourt, 

F., Yu, T., Zhang, R. and Ahmed, N.K., (2024): Bias and fairness in large 

language models: A survey. Computational Linguistics, pp.1-79. 

BBQ

UnQover

BOLD

HolisticBias

WinoQueer

PANDA
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What are the sources of LLM Benchmarks?

Over-reliance on Wikipedia: 36% of the knowledge benchmarks are based 
on Wikipedia content (Kraft, 2024).

Kraft, Angelie (2024): Whose Knowledge? On Knowledge Gaps in LLM Benchmarks and Their Consequences. Work in Progress. 
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Building an LLM Benchmark

Batzner, J., Stocker, V., Schmid, S. and Kasneci, G. (2024): GermanPartiesQA: Benchmarking Commercial Large Language Models for Political Bias and 
Sycophancy. arXiv:2407.18008. Under Review.
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Research Questions

RQ1: How do commercial LLMs align with the 
 positions of major German political 

  parties?

 

RQ2: How does LLM output change with a 
  political persona as a prompted  
  context?
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Benchmark: GermanPartiesQA

Batzner, J., Stocker, V., Schmid, S. and Kasneci, G. (2024): GermanPartiesQA: Benchmarking Commercial Large 

Language Models for Political Bias and Sycophancy. arXiv:2407.18008. Under Review.

“All highways should have 

a speed limit”

418 Statements

11 German Elections

Years 2021-2023

LLM
Agree -0.69

Disagree -1.20

Neutral -1.60

Log Probs

Agree Disagree Neutral



IMF | Statistics 15

Batzner, J., Stocker, V., Schmid, S. and Kasneci, G. (2024): GermanPartiesQA: Benchmarking Commercial Large Language Models for Political Bias and 
Sycophancy. arXiv:2407.18008. Under Review.

Prompt Design
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Results: Model Comparison

Batzner, J., Stocker, V., Schmid, S. and 

Kasneci, G. (2024): GermanPartiesQA: 

Benchmarking Commercial Large 

Language Models for Political Bias and 

Sycophancy. arXiv:2407.18008. Under 

Review.
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Results: Prompt Experiments

Batzner, J., Stocker, V., Schmid, S. and Kasneci, G. (2024): GermanPartiesQA: Benchmarking Commercial Large Language Models for Political Bias and Sycophancy. arXiv:2407.18008. 

Under Review.

Prompt Experiment: Prompting a political persona description as “I am politician X” and 

“You are politician X” changes the LLM alignment with official political party positions.



IMF | Statistics 18

Building
LLM Benchmarks for Economic Research

Knowledge Benchmarks

Testing LLMs for

economic knowledge.

Data Sources:

Representation and Bias Benchmarks

Testing LLMs for 

representativeness of socioeconomic groups.

Data Sources:

Academic Tests

Encyclopedic Knowledge

Expert Surveys

Survey Data

Voting Advice Applications

Interview Data
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